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Preface

Purpose of the CORBA Utilities

The CORBA Utilitiespackage has grown organically from the real-world experiences | have had
over the last 12 years in my work as a consultant and trainer for IONA Technologies. This
collection of utilities provides both software and practical advice that dramatically simplify the
development and deployment of CORBA applications. | have used them to speed up the devel-
opment of applications that are easy to write and maintain, flexible in how they are deployed,
and portable to different CORBA products. A lot of people, both inside IONA and elsewhere,
also have found these utilities to be helpful.

Obtaining and Installing the Software

The CORBA Utilities package (including both the software and documentation) is available at:
www.CiaranMcHale.com/downloadrl he author usually announces a new release ooding.
object.corba newsgroup. If you would like to receive an email notification whenever a new
version of the CORBA Utilities package has been released then send an email to the@uathor (
ran@ CiaranMcHale.com Your email address will be useamhly for the purposes of notifying
you that a new version of the CORBA Utilities package is available; your email addressvill
be shared with other people/organizations, and younatlreceive any SPAM email from the
author.

The README-unix.txt andREADME-windows.txt files in the top-level directory of
the distribution contain instructions for installing the CORBA Utilities package.

How to Read this Book

In general, each of the CORBA Utilities can be used independently of the others. This means
that you danothave to read this book from start to finish. Instead, just read the individual chapter
for the utility that is of interest to you. The implementations of some of the C++ classes rely
upon the portability header files (Chap#r However, that is an implementation detail, and you
donotneed to read the Chaptunless the subject matter is of interest to you.
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Technical Support

The CORBA Utilities package is not an official product of IONA Technologies. Instead, it has
been developed and is maintained by Ciaran McHale, who is a Principal Consultant at IONA
Technologies. Bug reports, requests for enhancements and miscellaneous comments should be
sent by email toCiaran@CiaranMcHale.cam

Training Courses

Since developing the CORBA Ultilities, the author has completely overhauled IONAs CORBA
development training courses so that they now embody the CORBA Utilities package. For ex-
ample, the courses:

 Discuss both the raw CORBA APIs for creating POAs andRbaUtility class (Chap-
ter5). Students usually agree that tReaUtility class is far simpler to use.

» Discuss the raw CORBA APIs for importing and exporting object references via files
and the Naming Service, plus thmportObjRef() and exportObjRef() func-
tions (ChapteR). Students can appreciate the ease-of-use and flexibility offered by the
latter.

» Source code portability is stressed throughout the training courses. The exercise system of
the C++ course makes use of the portability header files (Chdptdn fact, the source
code of the entire C++ exercise system (about 15,000 lines of code) compiles cleanly
with Orbix, Orbacus, TAO and omniORB. Likewise, the entire source code of the Java
exercise system compiles cleanly with Orbix and Orbacus. We may consider enhancing
the training courses to cover other open-source CORBA implementations in the future, if
there is demand.

If you are impressed with the high quality and practical advice of the CORBA Ultilities package
then you will probably also find the training courses to be equally impressive. You can find
details of these training courses on the IONA web site\i.iona.con).
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Chapter 1

Tips for Windows

1.1 Enabling Filename Completion
Some UNIX shells perform filename completion whenever you hit the TAB key. This capability
can be enabled for Windows command shells.

First, run theregedit  utility, with the following sequence of mouse clicks:

Start— Run

Then typeregedit  in the dialog box and clickOK.

Run 2]

Type the name of a program, Folder, document, ar
Internet resource, and Windows will open it for you,

Qpern: I regedit j

K I Cancel | Browse, ., |

Within regedit , navigate down to one of the following entries. If you have administrator
privileges on your Windows machine then use:

HKEY_LOCAL MACHINE — SOFTWARE- Microsoft— Command Processor
If you do not have administrator privileges then use:

HKEY_CURRENTUSER— SOFTWARE- Microsoft— Command Processor



2 CHAPTER 1. TIPS FOR WINDOWS

& Registry Editor o ] [
Registry  Edit  Wiew Faworites Help
l -0 Lucent & | Hame | Type | pata
""" D LRSUPMON (DeFauIt) REG_SZ (walue nat set)
----- .07 MainPean Highspeed fab)autorun REG. 57
! % MERANT B¥|completionChar  REG_DWORD 0x00000008 (3)
"CI mfgtaStEa‘“ [ B8 DefaultColar REG_DWORD Dx00000000 {0}
__{:':risc':ive et B¥|EnableExtensions  REG_DWORD 000000001 (1)
--{:I ADs [&¥]PathCompletionChar  RES_DWORD 000000040 (64
-] Advanced TMF Setup
I #-{Z] AudioCompressionManager
----- D Automation Manager
I -7 Clipart Gallery
l -] Code Store Database
- {7 comz
----- (s} Command Processor
l {7 Conferencing
I Cl Connection Manager _I_I
1] | 1] | |
|My ComputeriHKEY_LOCAL _MACHINESOFTWARE Microsoft\Command Processor 5

Double click onCompletionChar  and enter the value 9 hex, which is the ASCII code for
the TAB key.

Yalue name:

IEDmpIetinnEhar

Walue data: Baze

H % Hexadecimal

" Decimal

k. I Cancel

Then click onOK, and exit fromregedit . From now on, whenever you press the TAB key
you will activate filename completion. Note that this will work in amgwcommand windows
that you create. It will not work in any command windows that you aleadycreated prior to
changing the&CompletionChar  entry inregedit

1.2 Creating a Shortcut on the Desktop

When using a command-line based development tool on a Windows machine, you typically have
to set some environment variables, sucPAIH CLASSPATHIAVA HOMEand also set some
environment variables that are specific to the development tool. If you will be using the same
development toabn a daily basighen it is probably best to set the relevant environment variables

in the Environment Variabledialog box, which is discussed in Sectibr8 on pages. However,
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sometimes you may wish to just experiment with an evaluation version of a development tool,

or perhaps you need to switch between different development tools (or different versions of the
same tool) on aregular basis. In such cases, it can be more convenient to create a desktop shortcut
that opens a new command window and automatically runs a batch file to set up environment
variables within that command window. You can create several such shortcuts—one for each
development tool.

First, you should create a batch file that sets whatever environment variables you want. Use
your favorite text editor to create this file. Make sure that it hdsah file extension.

You then create a shortcut on the desktop that, when activated, launches a new command
window and automatically runs the batch file. Creating such a shortcut is done with a few mouse
clicks.

Right click on the desktop and seléd¢eéw— Shortcut

Active Desktop  #

Arrange Icons b
Line Up Icons
Refresh

Paste
Paste Shorkcuk

1 Folder

Shorkcuk

Properties a

@ Briefrase
Windows BMP Image

Microsoft Word Docurment

@ Adobe FrameMaker Docurnent

-= Adobe PhotoDeluxe Business Edition Image
Microsoft PowerPoint Presentation

E Adobe Photoshop Image

; WNFLAR: archive

@ Sapgui Shorkcut

@ Microsoft Yisio Drawing
é‘] Wave Sound

@ Microsaft Excel Warksheet
£ winzip File

This then starts a wizard that guides you through the process. In the first dialog box of the
wizard, typecmd. This specifies that the shortcut will be for a command window. Then click on
Next
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Create Shortcut x|
This wizard helps vou to create shortcuts ko local or
network programs, files, folders, computers, or Internet
addresses,

Tvpe the location of the item:

I ernd| Browse. ., |

Click Mexk o conkinue,

= Back I Mext = I Cancel

In the next dialog box, you must specify a name for the shortcut. For example, if you will be
using this shortcut for Orbix then you might callGrbix shell

Select a Title for the Program x|

Twpe a name For this shorkcut:
I Orbix shell

Click Finish ko create the shortout,

< Back I Firish I Cancel

Then click onFinish. You now have an icon namérbix shell on the desktop.

Right click on the shortcut icon. This allows you to changeRngperties
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Open

‘iew Dependencies

Scan For Yiruses
% add to archive. ..
% Add ko "cmd. rar”
3 add ta Zip
o3 dd ta CMD.zip

£3) Zip and E-Mail CMD.zip

Send To

uk
Copy

Create Shorkcut
Delete
Rename

Within the properties dialog box, select tBhortcuttab.

Orbix shell Properties ed |

General Shortcut | I:Ipti-:unsl Fart I Layl:uutl I:l:ulcursl Securityl

‘! Orbix zhell

T arget type: Application

T arget location: System32

T arget; EwindirzhSpstem32hemd exe Ak oeny bat

[¥ Buninseparate memory space. [ Run as different user

Start i Iu:: h

Shortzut ke IN ane

Rur: I Marmnal winidow j

Eind Target.. | Ehangelcun...l

k. I Cancel | Apply |

Add "/k <full-path-to-your-batch file>" to the Targetfield. Also, use the
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Start infield to specify in which directory you want the newly launched command window to
start. You can optionally select some of the other tabs to modify other properties.

Generall Shartcut  Options | Fant I La_l,loutl Calars | Securityl Generall Shortcutl Dptionsl Font  Lawout | Calars | Securit_l,JI
—Curzor size————————— [~ Dizplay optionz AT BT — Screen buffer size
@ Emai & Window i =
; E:[;i:m " Full screen Bl Height: m
— Comrnand histap————— — Edit Options - Window size—————————
Buffer size: lﬂ v OwickE dit mode Wit ISD 3:
Mumber of buffers: m IV Inzert mode Height: |35 3:
[~ Dizcard Old Duplicates —Window position———————
Left: m
Top m
[V Let spstem position window
’TI Cancel | Apply | ’T‘ Cancel Apply

When you are happy, click ospplyand thenOK.

1.3 Adding Variables to the Windows Environment

If you will be using the same development tool on a daily basis then it is probably best to set the
relevant environment variables in tBgvironment Variableslialog box. In Windows NT, you
access this dialog box with the following sequence of mouse clicks:

Start— Settings— Control Panel— System— Environment
In Windows 2000, you use a slightly different sequence of mouse clicks:

Start— Settings— Control Panel— System— Advanced— Environment



Chapter 2

Importing and Exporting Object
References

2.1 Introduction

Although a CORBA server may contain many objects, it is typical for just one or two of these
objects to be the initial point(s) of contact for client applications. For example, consider a server
that contains on&ooFactory object and manyoo objects. When the server starts up, it
mightexport(advertise) an object references for its FooFactory object. When a client application
starts, itimportsthe reference to thEooFactory object and then invokes, sagokup()

or create()  operations on it to get access to sof@o objects. The pseudo-code below
illustrates the main() function of a typical CORBA server that exports one object reference:

1 main(int argc, char ** - argv)

2 {

3 orb = CORBA::ORB .nit(argc, argv);
4 obj = ..;

5 exportObjRefToNamingService(obj, ...);
6 orb->run();

7}

The above code initializes CORBA (line 3). It then creates one or more objects (line 4) and
exports one of these (line 5) to, say, the Naming Service, before going into the event loop (line 6)
to receive incoming requests. For the purposes of brevity, some details have been omitted, such
as creation of a POA hierarchy and activation of POA managers. The above code contains two
common flaws:

1. The server unconditionally (re-)exports the object reference every time the server is run.
Doing this might appear to be a harmless practice, but it can cause problems in some kinds
of deployment.

2. The server is hard-coded to export the object reference to the Naming Service (line 5). Al-
though the Naming Service is a popular place for exporting object references, the decision

7
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on where to export object references should be left to deployment time rather than being
hard-coded at compilation time. For example, some users may prefer to export object ref-
erences with another technology, such as, say, a Trading Service, a file, a database or FTP.
A server that is hard-coded to export object references with one technology can prove to
be inconvenient.

The rest of this paper discusses these two problems and explains how they can be overcome
in simple, yet very effective ways.

2.2 Servers should Conditionally Export Object References

The pseudo-code below illustrates a good, high-level structure for a server that exports one object
reference:

main(int argc, char ** - argv)
{

1

2

3 orb = CORBA::ORB .init(argc, argv);

4 parseCmdLineArgs(argc, argv, exportMode, runMode);
5 obj = new ..;

6 if (exportMmode) {

7 exportObjRef(orb, obj, "...");

8

}
9 if (runMode) {
10 orb->run();
11 }

12 }

The above code initializes CORBA (line 3) and then parses any remaining command-line
arguments (line 4). Very importantly, the code checks for the presence of command-line options
called, sayrexport and-run and sets boolean variablegportMode andrunMode to
true if these options are used (line 4). The server exports its main object reference (line 7) only if
the-export option was used. Likewise, it goes into the event loop (line 10) only ifithe
option was used.

Designing a server to support the -export and -run options provides useful flexibility. For
example:

1. Some people may wish to re-export object referermeesrytime a server is restarted.
Developers typically find this mode of operation to be convenient. This can be achieved
by always specifyingpoth-export and-run command-line options when running the
server.

2. Other people may prefer to export an object reference just once, during theimstelt
lation of a server. This can be achieved by running the server with justetk@ort
option, which causes the server to export its object reference and immediately die (be-
cause therun option was not given). Once the server has been installed, thereafter the
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server can be launched with just then option, which will cause the server to go into
its event loop without re-exporting its object reference.

This mode of launching a server without re-exporting its object reference is vitally impor-
tant if the deployment site is running, say, the Orbix Naming Service in replicated mode.
In this mode, one replica of the Naming Service is thasterand it can both read and
update its database. All the other replicas of the Naming Servicdaresand they have
read-only access to the database. If a slave receives a request that involves updating the
database then it forwards that request to the master. If the master replica is not running
then the Naming Service becomesd onlyuntil the master is restarted. The main pur-
pose of having a replicated Naming Service is to prevent it from becoming it a single point
of failure. This scheme works well if thenly time a server exports an object reference is
when the server is being installed and thereafter the serverrsiedtempt to re-export

an object reference whenever it is (re-)started. However, if a server insists on always ex-
porting an object reference whenever it is re-started then the server may fail to start up if
the master replica of the Naming Service is currently not running, thereby defeating the
purpose of having a replicated Naming Service.

The point is that developers should provide a mechanism that allows exporting of object
references and running of the server to be perforindépendentlyof each other. This then
allows others to choose tipwlicy of how the server should be used in practice. This flexibility
is important because developers do not always know how others (such as system administrators)
might like to deploy applications. Failing to provide this flexibility can actually cause significant
hindrance, as discussed above in the case where a deployment site has a replicated Naming
Service.

It may be useful to provide applications with a third option called, sagtall . When a
server is run with this option, it performs all the steps required to install the server, such as set up
configuration files and databases, register the server with the implementation repository and, of
course, export an object reference. Alternatively, some people prefer to write a separate install
utility to perform these steps, rather than embed this functionality into the executable of a server
application. If you do provide afinstall command-line option for a server then itgsl|
useful to provide theexport option because a user may want to do a normal install initially
and then later re-export the server’s object reference to a different location.

2.3 Flexibility in Importing/Exporting Object References

Some CORBA clients and servers are hard-coded to import and export object references through
text files. This is especially common in demonstration programs in magazine articles or supplied
with CORBA vendor products. This approach is simple but it suffers from a lack of geographic
scalability because it requires that a client and server have access to a shared file system. Obvi-
ously, this will be the case if the client and server are running on the same computenrayd it

be the case if they are running on different computers in the same local area network. However, it
is rarer for a shared file system to span a wider area network. For this reason, many programmers
are told that it is a bad idea to import and export object references through text files, and that use
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of the Naming Service is better. The result is that many programmers hard-code their clients and
servers to import and export object references through the Naming Service.

In reality, it is a bad idea for a programmer to hard-code ussngparticular import/export
technology (such as text files or the Naming Service) in clients or servers. This is because
applications have a habit of being used in ways that their developers did not foresee. For example,
a developer might think that importing/exporting object references with the Naming Service is
a good idea, but an end user might prefer to import/export with a database, or FTP, or even
email. Sometimes the developer works in the same organization where the application is going
to be deployed and hence s/kmowswhat is the preferred technology for importing/exporting
object references. However, even in these situations, there might be a change in the preferred
import/export technology in a few months time for any variety of reasons. For example, as
the organization’s use of CORBA changes, they might prefer to import/export with a Trading
Service rather than with a Naming Service. Alternatively, a system administrator might not want
to allow a Naming Service to be accessed across a firewall and it might become more convenient
to import/export object references through FTP instead. It is time consuming and expensive
to have to modify an existing application’s hard-coded import/export logic whenever a change
occurs in the organization’s preference for how object references should be imported or exported.

A better approach is for an application to offer some flexibility in how it imports/exports
object references. Ideally, an application should be able to import/export object references with
anytechnology (text files, Naming Service, Trading Service, fax, email, FTP, databases or what-
ever), and the choice of which technology to use should be left to deployment time. Achieving
this goal turns out to be surprisingly easy, as we now discuss. Consider the following two utility
functions (shown first in C++ and then in Java):

/[ C++ version (defined in "import _export.h")
namespace corbautil {

CORBA:.Object _ptr

importObjRef  (

CORBA:.ORBptr orb,
const char = instructions)
throw(ImportExportException);
void
exportObjRef  (
CORBA:.ORBptr orb,
CORBA::Object _ptr obj,
const char = instructions)

throw(ImportExportException);

b

/I Java version

package com.iona.corbautil;

import org.omg.CORBA. *;

public class ImportExport {
static public org.omg.CORBA.Object
importObjRef  (



2.3. FLEXIBILITY IN IMPORTING/EXPORTING OBJECT REFERENCES 11

ORB orb
String instructions)
throws ImportExportException;
static public void
exportObjRef  (

ORB orb
org.omg.CORBA.Object obj,
String instructions)

throws ImportExportException;

As their names suggesmportObjRef() and exportObjRef() are used to import
and export object references. Both take a reference ORBas a parameter, so that they can
invoke operations upon it—for examplstring _to _object() , object _to _string()
or resolve _initial _references() = —as an aid to importing or exporting an object ref-
erence. Both functions also take mstructions parameter that specifié®w the object
reference should be imported or exported. This parameter will be discussed in detail shortly.
Finally, theexportObjRef() function takes another parameter, which is the object reference
to be exported, whilanportObjRef() returns the imported object reference.

2.3.1 Instructions Passed t@xportObjRef()

Theinstructions parameter passed éxportObjRef() is a string that can be in any of
the following formats:

* "name_service# path/in/naming/service"
This usesresolve _initial _references("NameService") to connect to the
Naming Service and then exports an object reference to the specified path within that
Naming Service.

— Example:" name_service# foo/bar/acme"

e "name_service# path/in/naming/service @ import-instructions”
A Naming Service is contacted by passing the specifiggbrt-instructions to
importObjRef() . The object reference is then exported to the specified path within
that Naming Service.
— Example:" name_service# foo/bar/acme @ IOR:..."
— Example:" name_service# foo/bar/acme @ corbaloc:..."
o "file# path/to/file"
This exports an object reference by stringifying it and writing it to a file.
— Example:" file# /tmp/obj _ref.ior" (full path to file)
— Example:" file# obj _ref.ior" (relative filename)
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» "exec# command with IOR place-holder"
This exports an object reference by stringifying it and passing it as a command-line argu-
ment to the specified command that is executed. The IOR place-holder in the command is
replaced with the stringified object reference before the command is executed.

— Example:" exec# /usr/bin/perl some _script.pl IOR"
— Example:" exec# cmd /c echo IOR > /tmp/obj _ref.ior"
— Example:" exec# nsadmin -b foo/bar/acme IOR"

e "corbaloc _server# name"
This uses proprietary APIs in the CORBA product to make the object accessible to a client
that uses aorbaloc URL that contains the server's host and port, and the specified
name. Currently, this variant works with Orbix, Orbacus, TAO and omniORB.

e "java _class# fully.scoped.class.name with optional arguments"
This variant works only with the Java implementation. It exports an object reference
by using Java’s reflection APIs to create an instance of the specified class and invoking
exportObjRef() upon it.

— Example:" java _class# full.package.name.of.class"

The"name _service#..." and"file#..." variants are provided because users com-
monly want to export with the Naming Service or a file. Tleaec#..." variant is provided
as a fallback mechanism in case users want to export an object reference with a different tech-
nology. Specifically, many technologies (such as FTP, databases, email and so on) can be ma-
nipulated by command-line utilities. Exporting an object by such a technology is made possible
by an"exec#..." instruction.

The"exec#..." instruction subsumes the power of bdttame _service#..." and
"file#..." because it can execute command-line utilities that will bind (advertise) an object
reference into the Naming Service or write a stringified object reference to a file. However, the
"name _service#..." and "file#..." variants are provided both for convenience and
for efficiency.

The"java _class#..." variant is supported only in the Java implementation. This vari-
ant allows developers to implement alternative algorithmekmortObjRef() in Java. De-
tails on how to write such algorithms are given in Seclofh

2.3.2 Instructions Passed tamportObjRef()

The instructions parameter passednportObjRef() is a string that can be in any of the
following formats:

* "name.service# path/in/naming/service"
This usesresolve _initial _references("NameService") to connect to the
Naming Service and then imports an object reference from the specified path within that
Naming Service.
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— Example:" name_service# foo/bar/acme”

* "name_service# path/in/naming/service @ import-instructions”
A Naming Service is contacted by passing the specifiggbrt-instructions to
importObjRef() . An object reference is then imported from the specified path within
that Naming Service.

— Example:" name_service# foo/bar/acme @ IOR:..."
— Example:" name_service# foo/bar/acme @ corbaloc:..."

« "file# path/to/file"
This reads a stringified object reference from a file.

— Example:" file# /tmp/obj _ref.ior" (full path to file)
— Example:" file# obj _ref.ior" (relative filename)

* " exec# command”
This imports an object reference by executing the specified command and interpreting the
standard output of that command as a stringified object reference.

— Example:" exec# /usr/bin/perl some _script.pl"
— Example:" exec# cat /tmp/obj  _ref.ior"
— Example:" exec# nsadmin -r foo/bar/acme"

e "java _class# fully.scoped.class.name with optional arguments"
This variant works only with the Java implementation. It imports an object reference
by using reflection APIs to create an instance of the specified class and then invoking
importObjRef() upon it.

— Example:" java _class# full.package.name.of.class"”

* "[OR:..." , "corbaloc:..." or "corbaname:..."
Any of these formats import an object reference by caltrgqyg _to _object()

The"name _service#..." , "Java _class#..." and"file#..." instruction vari-
ants have a similar format for botxportObjRef() andimportObjRef() . However,
the"exec#..." variant is different, depending on whether it is use@xportObjRef()
orimportObjRef() . In exportObjRef() , 'exec#..." takes an IOR place-holder, but
in importObjRef() it does not take an IOR place-holder; instead, the executed command
should write the stringified object reference to its standard output.

In addition, importObjRef() can accept instructions in any of the URL formats that
are specified by the CORBA specification. These inclli@R:.." , "corbaloc:..."
and"corbaname:..." . Since the CORBA specification may define new URL formats in
the future (or a CORBA vendor may support proprietary URL formaisportObjRef()
assumes that any string starting with letters and a colon is a URL and passes it as a parameter to
string _to _object()



14 CHAPTER 2. IMPORTING AND EXPORTING OBJECT REFERENCES

2.3.3 C++ Usage

Thebold code in the pseudo-code below shows how a C++ server can export an object reference
with theexportObjRef() function:

1 #include "import _export.h"
2 main(int argc, char ** - argv)
3 4
4 orb = CORBA::ORB .nit(argc, argv);
5 parseCmdLineArgs(argc,argv, exportMode, runMode, instructions);
6 obj = ..;
7 if (exportMode) {
8 try {
9 corbautil::exportObjRef(orb, obj, instructions);
10 }
11 catch (const corbautil::ImportExportException & ex) {
12 cerr << ex << endl;
13 orb->destroy();
14 exit(1);
15 }
16 }
17 if (runMode) {
18 orb->run();
19 }
20 orb->destroy();
21 }
The instructions that specify where the object reference is exported to shootde

hard-coded into the application, but rather should be obtained from, say, a command-line argu-
ment (line 5) or a runtime configuration file. éxportObjRef() fails for any reason then
it throws an exception that contains a descriptive error message. For this reason, the call to
exportObjRef() (line 9) is enclosed in #ry-catch clause. If an exception is thrown
then the exception message is printed out and the application gracefully terminates.

The use ofmportObjRef() is similar, and is shown ibold in the pseudo-code below:

#include "import _export.h"
main(int argc, char ** - argv)
{

1
2
3
4 orb = CORBA:ORB .init(argc, argv);
5 parse _cmd.line _args(instructions);
6 try {

7 obj = corbautil::importObjRef(orb, instructions);

8 } catch (const corbautil::ImportExportException & ex) {
9 cerr << ex << endl;

10 orb->destroy();

11 exit(1);

12 }
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13 ... Il narrow obj and invoke upon it
14 }

2.3.4 Java Usage

Thebold code in the pseudo-code below shows how a Java server can export an object reference
with theexportObjRef() function:

1 import com.iona.corbautil. *

2 import org.omg.CORBA. ;

3 ..

4 public static void main(String[] args)

5 {

6 BooleanHolder exportMode = new BooleanHolder();
7 BooleanHolder runMode = new BooleanHolder();
8 StringHolder instructions = new StringHolder();

9 orb = ORB.init(args);

10 parseCmdLineArgs(args, exportMode, runMode, instructions);
11 obj = ..;

12 if (exportMode.value) {

13 try {

14 ImportExport.exportObjRef(orb, obj,

15 instructions.value);

16 } catch (ImportExportException ex) {
17 System.out.printin(ex.getMessage());

18 orb.destroy();

19 System.exit(1);

20 }

21 }

22 if (runMode.value) {

23 orb.run();

24 }

25 }

The instructions that specify where the object reference is exported to shootde
hard-coded into the application, but rather should be obtained from, say, a command-line ar-
gument (line 10) or a runtime configuration file. dkportObjRef() fails for any reason
then it throws an exception that contains a descriptive error message. For this reason, the call to
exportObjRef() (line 14) is enclosed in &y-catch clause. If an exception is thrown
then the exception message is printed out and the application gracefully terminates.

The use ofmportObjRef() is similar, and is shown ibold in the pseudo-code below:

1 import com.iona.corbautil. *
2 import org.omg.CORBA. *;
3 ..

4 public static void main(String[] args)
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5 {

6 StringHolder instructions = new StringHolder();
7 orb = ORB.init(args);

8 parseCmdLineArgs(args, instructions);

9 try {

10 obj = ImportExport.importObjRef(orb,

11 instructions.value);
12 } catch (ImportExportException ex) {
13 System.out.printin(ex.getMessage());

14 orb.destroy();

15 System.exit(1);

16 }

17 ... Il narrow obj and invoke upon it

18 }

2.4 Implementing Import/Export Algorithms as Java Classes

The ImportExportAlgorithm interface (defined in theom.iona.corbautil pack-
age) defines the signatures of tineportObjRef() and exportObjRef() methods. If
you write a Java class that implements this interface then you can use that class to import/export
object references by using thjava _class#full.package.name.of.class" variant
of instructions.

The code below is from themportExportExampleAlgorithm class that is provided
in thecom.iona.corbautil package. This code imports/exports object references through
standard input/output and provides an example of how to write your own Java classes to im-
port/export object references.

package com.iona.corbautil;
import org.omg.CORBA. *;
import java.io. *
public class ImportExportExampleAlgorithm
implements ImportExportAlgorithm
{
public void exportObjRef(
ORB orb,
org.omg.CORBA.Object obj,
String instructions)
throws ImportExportException

String strlOR = null;
try {
strlOR = orb.object _to _string(obj);
} catch(Exception ex) {
throw new ImportExportException(
"export failed for instructions *
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+ instructions
+ " object _to _string() failed: " + ex);
¥
System.out.printin("instructions =
+ instructions + "");
System.out.printin("IOR = " + strlOR);

¥
public org.omg.CORBA.Object importObjRef(

ORB orb,
String instructions) throws ImportExportException

System.out.printin("instructions: " + instructions);
System.out.printin("Enter a stringified obj ref: ");

try {
BufferedReader stdin = new BufferedReader(

new InputStreamReader(System.in));
String strlOR = stdin.readLine();
return orb.string _to _object(strIOR);
} catch (Exception ex) {
throw new ImportExportException(
"import failed for "
"instructions " + instructions
" error importing a stringified "
"object reference from the console: "

+
+
+
+ ex);

2.5 Benefits oimportObjRef() and exportObjRef()

TheimportObjRef() andexportObjRef() functions offer several benefits:

» Applications that useémportObjRef() and exportObjRef() do not have to be
hard-coded to use one specific import/export technology, but rather can choose which im-
port/export technology to use at runtime. Thus, an important decision is moved from
being a compile-time choice made by developers to being a deployment time choice made
by users.

* These utility functions can protect developers from vendor lock-in. For example, some
CORBA vendors provide proprietary load-balancing enhancements to their implementa-
tions of the Naming Service. Applications no longer need to use proprietary APIs to export
an object reference to a load-balancing Naming Service. Instead, a runtime configuration
file or command-line argument can specify '@axec#..." variant of instructions to
export an object reference to the load-balancing Naming Service using a vendor-supplied
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command-line utility. If the CORBA vendor does not supply such a command-line utility
then the developer camrite their own such utility, or implement a Java class that provides
this functionality.

The flexibility provided byimportObjRef() and exportObjRef() helps tosim-

plify application code. As the code shown earlier illustrates, usimaprtObjRef()
andexportObjRef() in applications requires remarkably few lines of code: far fewer
than a developer would write if using the raw API of, say, the Naming Service. Fur-
thermore, not only do developers have to write fewer lines of code, the developers are
also insulated from some of the complexity of the Naming Service API (or some other
import/export technology).



Chapter 3

The corbaloc and corbaname URLS

3.1 Introduction

URLs used on the world wide web (WWW) begin with the name of a protocol, followed by
“"  forexample http:" , "ftp:"  or"file:" . A stringified object reference begins with
"IOR:" so this also looks similar to a URL.

In early versions of CORBA, the only kind of string parameter that could be passed to
string _to _object()  was a stringified object reference. CORBA has now matured to al-
low other URL-like strings to be passed as parametersiting _to object() . A CORBA
product may optionally support tHéttp:* , "ftp:" and"file:" formats. The seman-
tics of these is that they provide details of how to download a stringified IOR (or, recursively,
download another URL that will eventually provide a stringified IOR).

Although support fot'http:" , "ftp:" and"file:" is optional, all CORBA products
must supportcorbaloc:” and"corbaname:" , which are two URLSs defined by the OMG.
The purpose of these is to provide a human readable/editable way to specify a location where an
IOR can be obtained.

3.2 Thecorbaloc URL

Some examples aforbaloc  URLSs are shown below:

corbaloc:iiop:1.2@host1:3075/NameService
corbaloc:iiop:host1:3075,iiop:host2:3075/NameService

The first URL specifies that an IOR can be obtained by using version 1.2 of the IIOP pro-
tocol to send d.ocateRequeshessage with parameté&dameService" to port 3075 on host
hostl .

The second URL is different in two ways. First, by omittiHig2@" , it uses the default ver-
sion (1.0 ) of the IIOP protocol. Second, the URL specifies talwost>:<port> addresses
rather than one. In general, any numbexbbst>:<port> addresses can be specified, sep-
arated by commas. This second form is used to provide fault tolerancd:ottetdeRequest

19
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message will be sent to one of the addresses in the list; ifthast>:<port> cannot be
contacted then another address in the list will be tried, and so on.
Many parts of theeorbaloc  URL have default values:

» The default protocol isop

« If the protocol isiop then the defaulversionof IIOP that is used is 1.0. It is advisable
to specify the most recent version of IIOP that is understood by both the client and server
application. This is because more modern versions of IIOP tend to have better capabilities
that might make client-server interaction more efficient.

* The default port number is 2809. This is the port that the Internet Assigned Numbers
Authority (www.iana.org has assigned for use wittorbaloc

The CORBA specification currently specifies two protocols that can be usmathaloc
URLs. One protocol isiop , which has already been discussed. The other protocol is called
rir , which seems like a strange name until you realize that it is an acronyradolve initial
referencesUnsurprisingly, this protocol specifies that an object reference should be obtained by

calling theresolve _initial _references() operation, passing the specified name as a
parameter. For example, tlterbaloc URL below specifies that an IOR should be obtained
by callingresolve _initial _references("NameService")

corbaloc:rir:/NameService

One benefit of ther protocol is that allowstring _to _object()  to subsume the function-
ality of resolve _initial _references() . For example, instead of an application being
hard-coded to find the Naming Service by passiigmeService" toresolve _initial _
references() , an application can now be hard-coded to find the Naming Service by obtain-
ing a string from a command-line argument or a configuration file and passing gtréntp
to _object() . If the string happens to Beorbaloc:rir:/NameService" then it is
just as if the programmer had useskolve _initial _references() , but now there is
the flexibility for the string parameter to be a stringified IOR @oabaloc  URL that uses the
iiop protocol. In this way, applications have some extra flexibility in how they find a CORBA
Service.

Therir protocol is not used often inorbaloc URLs. However, it is used more com-
monly incorbaname URLSs, which we now discuss.

3.3 Thecorbaname URL

A corbaname URL is acorbaloc that specifies how to contact the Naming Service, followed
by "#" and then a name within the Naming Service. Some examples are shown below:

corbaname::foo.bar.com:2809/NameService#x/y
corbaname::host1,:host2,:host3/NameService#x/y
corbaname:rir:/NameService#x/y
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Passing of the above strings as a parametestrinog _to _object() causes the Naming
Service to be located amdsolve _str()  to be invoked to obtain an IOR from the Naming
Service. As the above examples illustratespebaname URL can use either thiiop  orrir
protocols to locate the Naming Service.

3.4 Architectural Support for corbaloc

3.4.1 Client-side Support forcorbaloc

Thestring _to _object() operation has built-in support faorbaloc andcorbaname
URLSs:

* If the parameter tgtring _to object()  starts with'IOR:" then the operation treats
it as a stringified object reference and builds a corresponding proxy.

« If the parameter starts wittcorbaloc:rir" then thestring _to _object() op-
eration callsresolve _initial _references() and passes the specified name as a
parameter.

* Ifthe parameteriseorbaloc URL that usesth&op protocol then the operation opens
a socket connection to the specified host and port, and sebhdsateRequeshessage,
using the specified name as tbbject key in the header of the message. The IOR
embedded in the returnddcateReplymessage is used as the return valustahg
to _object() . Animportant point to note is thatorbaloc s built on top ofexisting
low-level GIOP messages so the OMG didt have to define a new version of GIOP to
supportcorbaloc  URLSs.

« If the parameter t®tring _to _object()  is acorbaname URL then the embedded
corbaloc details are use to locate a Naming Service. Tegimg _to _object()
invokesresolve _str() onthe Naming Service, passing it the string after the embedded
"#" as aparameter. The IOR returned froesolve _str()  is used as the return value
of string _to _object()

3.4.2 Server-side Support forcorbaloc

CORBA doesnot standardize the server-side supportdorbaloc  URLS, nor even theer-
minologyfor this server-side support. This means that CORBA products provide proprietary
mechanisms, often with proprietary terminology. For example:

* The Orbix implementation repository has built-in, server-side supportdopaloc
URLSs, and this is referred to asamed keysA named key is a mapping from thrame
component in &orbaloc  URL to a stringified IOR. Thenamed_key sub-commands
of theitadmin administration utility are used toreate |, show, list anddelete
named keys. By default, the Orbix implementation repository listens on port 3075 so
corbaloc  URLs should be formatted as shown below:
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corbaloc::<host-of-IMR>:3075/<name>

When theitconfigure utility is used to set up an Orbix domain, named keys are auto-
matically created for whatever CORBA Services are added to the domain. For example, if
the domain has a Naming Service then a named key cidbledeService is created.

For along time, Orbix did not expose APIs for embedding servereidaealoc support
in normal server applications. Orbix 6.1 Service Pack 1 is the first version of Orbix to
expose these APIs.

» Orbacus provides some proprietary APIs (in B@otManager interface) that can be
used by developers to embed server-sidebaloc  support in their own server appli-
cations. These APIs are used by the Orbacus implementation repository, which looks up
name-—stringified-IOR mappings in a configuration file.

» TAO provides proprietary APIs that have different names, but similar semantics, to those
of Orbacus.

* OmniORB server-side support faorbaloc  URLSs relies upon placing objects into a
specific, predefined POA. OmniORB also provides a prewritten server application called
omniMapper that listens on a specified port and looksngme-stringified-IOR map-
pings in a configuration file.

As can be seen, each CORBA product has its own different “look and feel” for server-side sup-
port ofcorbaloc URLs. Because of this, thereng portable way for a CORBA server to use a
corbaloc URL to advertise one of its own objects. Having said thatekgortObjRef()

utility function supports dcorbaloc  _server#..." format of instructions (pag#&?2) that
encapsulates the proprietary APIs of Orbix, Orbacus, TAO and omniORB. Developers concerned
with writing applications that must be portable to a wider range of CORBA products should use
corbaloc URLs only for CORBA Services, for example, the Naming Service, Notification
Service, Trading Service and so on.

3.5 Bootstrapping Interoperability Problems

One obvious requirement for interoperability between different CORBA products is that they
must be able to speak the same on-the-wire protocol (IIOP). However, that by itself it not suf-
ficient. Another, less obvious requirement for interoperability is for one CORBA product to be
able tofind, say, the Naming Service or the Notification Service of another CORBA product. For
example, how can an Orbix cliefihd (connect to) the Naming Service of an Orbacus instal-
lation. This is often called a bootstrapping problem. Thebaloc andcorbaname URLs
were invented to address such bootstrapping issues, as we now discuss.

A CORBA application connects to a CORBA Service—for example, the Naming Service,
Notification Service, and so on—by callimgsolve _initial _references() and pass-
ing the name of the desired service as a parameter. The CORBA specificatiomotiepscify
how resolve _initial _references() works (that is an implementation detail), but in
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most CORBA products this operation looks in a configuration file to fimduae-of-CORBA-
service-stringified-IOR mapping and then passes the stringified IOR as a parameter to the
string _to _object()  operation. These mappings are normally set up during the installation
and configuration of a CORBA product. To configure, say, Orbix to use an Orbacus Naming
Service is a matter of obtaining a stringified IOR of the Orbacus Naming Service (typically from
the Orbacus configuration file) and copying this into the Orbix configuration file. Then the next
time an Orbix client callsesolve _initial _references("NameService") , the client

will be directed towards the Orbacus Naming Service. This technique works fine, but it is a bit
cumbersome because stringified IORs are not human readable. However, with the introduction
of corbaloc  URLSs, the technigue becomes much easier. Now, instead of copying a stringified
IOR of the Orbacus Naming Service into the Orbix configuration file, it is sufficient to copy a
corbaloc  URL into the Orbix configuration file. The fact thabrbaloc URLS are easy to

read (and edit) by humans makes it more feasible for an organization to use several different
CORBA products.

Sometimes, practical or organizational issues may make it awkward to update a configuration
file with a stringified IOR orcorbaloc  URL for, say, the Naming Service of another CORBA
product. To work around this, the OMG defined two standard command-line options that all
CORBA products must suppait.

The first command-line option takes the form:

-ORBInitRef <name>=<value>
An example is shown below:
-ORBInitRef NameService=corbaloc::host1:3075/NameService

The<value> in <name>=<value> is a stringified IOR or URL that is used iesolve _

initial _references|() is called with<name> passed as a parameter. This command-line

argument takes precedence over any corresponding information in the CORBA product’s con-

figuration file. You need to specify this command-line opteathtime you run an application,

so regular use of it can get somewhat tedious. However, this command-line option is useful if,

say, restrictive file permissions prevent them from modifying the configuration file of a CORBA

installation. It can be useful also when trouble-shooting a connectivity problems in a network.
The second command-line option takes the form:

-ORBDefaultlnitRef <URL-up-to-but-not-including-final-"/">

Some examples are shown below:

! For example, the entry in the Orbacus configuration fileds.orb.service. <service >. The corre-
sponding entry in the Orbix configuration fileirstial _references:  <service >:reference

2 ltis rare for an organization tgeliberately decidéo use several CORBA products. However, several CORBA
products may make their way into an organization if different departments or development teams make indepen-
dent choices about which middleware technology they will use, or if the development of CORBA applications is
outsourced to other organizations.

3 When a CORBA application call©RBinit() , it passes command-line arguments as a parameter to
ORBInit() . This provides the mechanism by which command-line arguments are communicated to the CORBA
runtime system.
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-ORBDefaultInitRef corbaloc:iiop:1.2@host1:3075
-ORBDefaultinitRef corbaname::hostl/NameService#x/y

A calltoresolve _initial _references("<name>") , results in'/<name>" being
appended to the string provided by the command-line argument@iBDefaultinitRef
the result of this string concatenation is then passed as a paramsti@ngo _to _object()

The intention of the ORBDefaultInitRef command-line option is that a user can set
up a centralized store afame— IOR mappings. Once this has been done, applications can
be started with a singleORBDefaultInitRef command-line argument that points to this

centralized store. This is usually more convenient than starting many applications, each with
severatORBInitRef command-line arguments.

You need to specify theORBDefaultInitRef command-line optiomachtime you run
an application so, just as wiHORBInitRef , regular use of it can get tedious. In general, it is
usually more convenient to create/modify a configuration file for a CORBA installation than to
use these command-line options every time you run a CORBA-based application.

If both -ORBInitRef  and-ORBDefaultinitRef command-line arguments are used
then the-ORBInitRef  arguments take precedence.



Chapter 4
Portability of C++ CORBA Applications

The Portable Object Adapter (POA) specification defines a comprehensive set of APIs that are
provided by CORBA products. This means that a developer should be able to write a CORBA
application that can be re-compiled easily with several CORBA vendor products. This goal has
been met with the Java mapping. Unfortunately, the C++ mapping has one annoying hindrance
to portability: it doesnot specify the names of CORBA-related header files. The practical effect
of this is that a developer must chargjaclude directives for CORBA-related header files
when porting an application to a different CORBA product. At first this may not seem like a big
problem. However, suchinclude directives will appear in most source-code files. Porting

an application is much easier if non-portable code is concentrated in just a small number of files
rather than being spread thinly over many source-code files. This chapter discusses a simple, yet
effective, technique that minimizes the porting headaches of non-pottialblade  directives.

4.1 Introduction to the Problem

The program below is quite simple: it creates an ORB (line 13), outjpistio, world"
(line 14) and then destroys the ORB (line 15).tm-catch clause (lines 12-20) is used in
case any of the CORBA APIs throws an exception.

#include <omg/orb.hh>
#include <it_call/iostream.h>
IT_USING_NAMESPACE_STD

int
main(int argc, char ** . argv)

{
CORBA::ORBvar orb;
9 int exit  _status;

O~NO UL WNE

11 exit _status = O;
12 try {
13 orb = CORBA::ORB _init(argc, argv);

25
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14 cout << "Hello, world" << endl;

15 orb->destroy();

16 }

17 catch (const CORBA:.Exception & ex) {
18 cout << ex << endl;

19 exit _status = 1;

20 }

21 return exit _status;

22 }

The functional code in the application (lines 5-22) is portable across many CORBA products
and operating systems. Unfortunately, #aclude directives in the code (lines 1-3) are

not portable: these lines are specific to Orbix. It is these first few lines of code that would
have to be changed if porting the application to another CORBA product. In general, there
are three different portability problems associated withclude 'd filenames for CORBA
applications. These problems are discussed in the following subsections, and then a simple
solution is discussed in SectidnZ.

4.1.1 Portability Problem 1: CORBA Header Files

The IDL-to-C++ mapping does not specify the names of CORBA-related header files. For ex-
ample, Orbix defines basic CORBA functionality in the flemg/orb.hh> |, while Orbacus
defines similar functionality in the fileOB/CORBA.h>and TAO usestao/corba.h> . In
general, each CORBA product has a different name for this header file.

4.1.2 Portability Problem 2: Stub Code and Skeleton Code Header Files

If you have an IDL file calledoo.idl  then the Orbix stub-code and skeleton-code header files
are calledoo.hh andfooS.hh , respectively, while the equivalent header files in Orbacus are
calledfoo.h andfoo _skel.h , and the TAO versions are callédoC.h andfooS.h . In

general, each CORBA product uses different names for the generated stub-code and skeleton-
code files.

4.1.3 Portability Problem 3: Old or Standard C++ Header Files

Although, the C++ language dates from the early 1980s, the language was not standardized until
the mid-1990s. In pre-standardized C++, many header files provided with compiletdihad
extensions, for exampkiostream.h> . The standardization committee decided to make two
important changes to standard header files: (1)'#ie extension was dropped, for example,
<iostream.h> became<iostream> ; and (2) the types and global variables defined in these
standard header files were defined in e namespace rather than in the global scope, for
examplecout becamestd::cout

The statement usinhamespace std;"  can be used to used to referstl types and
variables without thetd::  prefix. If a developer wants to write a program that can be compiled
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with the old or the standard header files then this can be done using the somewhat clumsy coding
idiom shown below:

#ifdef USE _OLDHEADERFILES
#include <iostream.h>

#else

#include <iostream>

using namespace std;

#endif

The developer must use similéifdef...#else...#endif constructs for all header files
that haveold andstandardcounterparts.

Many CORBA products have been developed so they can be used with old or standard
header files. Developing a CORBA product with such portability in mind means extra work
for a CORBA vendor. Typically it means that the CORBA vendor must provide two versions of
libraries: one built with old header files and the other built with standard header files. This extra
work undertaken by CORBA vendors has resulted in two important benefits. First, it allows a
CORBA product to be made available on platforms that have only the old header files. Second,
even on platforms that have the standard header files, some developers may be forced to use the
old header files because they must link with legacy code that uses the old header files, and the
CORBA product can be used by such developers.

It is common for CORBA products to provide their own abstraction layer that can be used to
easily switch between using old and standard header files. For example, Orbix provides various
header files with names such<is_cal/iostream.h> , <it_callfstream.h> and so
on! These filestinclude either the corresponding old or standard header file, depending on
whether or not the symbél CLASSIC_IOSTREAMS:Is defined. Also, depending on whether
or not that symbol is defined, the madio USING_NAMESPACE_ST[ine 3 of the example
program given in Sectic#.1) expands out to be either an empty string or the statehosing
namespace std;"

Developers can choose whether or not they want to make use of a CORBA products abstrac-
tion layer for old and standard header files. Obviously, the advantage of using this abstraction
layer is that it is a pre-written abstraction layer so the developer does not have to re-invent
the wheel. However, there are two disadvantages to using such an abstraction layer. First, the
abstraction layer is proprietary to that CORBA product so use of it makes source code non-
portable to other CORBA products. Second, making use of the abstraction layer typically in-
volves#include -ing at least one CORBA product-specific header file into evepy file,
and a developer may not wish to do this ircpp file that is otherwise independent of CORBA.

4.2 A Simple Solution

There is an easy way for developers to protect their source code from differences in the names
of include files across CORBA vendor products and also, if desired, between old and standard

1 The"it _cal" prefix is derived as follows'it" is an acronym for IONA Technologies, atcal" is an
acronym for Compiler Abstraction Layer.
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C++ header files. The way to achieve this is for the developer to use his own portability ab-
straction layer. This is remarkably easy to do and takes very little time. This section discusses
such a portability layer that supports Orbix, Orbacus, TAO and omniORB. It should be easy for
readers to extend this to support other CORBA products on an as-needed basis. The principle is
illustrated with file below.

Il File: p _orb.h
#ifndef P _ORBH.
#define P _ORBH.

#if defined( P_USEORBIX)
#include <omg/orb.hh>

#elif defined( P_USEORBACUB
#include <OB/CORBA.h>

#elif defined( P_USETAO
#include <tao/corba.h>

#elif defined( P_USEOMNIORB
#include <omniORB4/CORBA.h>

#else
#error "You must #define P _USEORBIX, P_USEORBACUS, PUSETAO or ..."
#endif

#endif / * P_.ORBH. */

The above filep_orb.h , is an abstraction layer for the CORBA product-specific header file
that defines basic ORB functionality. THp " prefix stands foportability. The header file
#include s the relevant Orbix-specific header file if the symiBalUSEORBIX is defined,

the Orbacus-specific header fileREUSEORBACUSs defined, the TAO-specific header file

if P.USETAOIs defined, or the omniORB-specific header fil€ifJSEOMNIORBs defined;
otherwise it generates an error message. It should be trivial to extend this file to support other
CORBA products. For most C++ compilers, the easiest way to define the apprdprid&E
<product-name> symbol is through theD<symbol> command-line option, for example,

-DP _USEORBIX.

Another header file that should be written in the same stypepsa.h , which#include
the CORBA product-specific header file that defines the POA APIs.

Portability header files thatinclude  CORBA product-specific stub-code and skeleton-
code header files also need to be written. For an IDL fde,idl , these portability header
files might be called, say foo _stub.h andp_foo _skeleton.h . The two files below
illustrate the general form of these portability header files. OccurrenciEsofand FOOare
written inbold to indicate which parts of the files depend on the name of the IDL file.

S

/I File: p  _foo _stub.h
#ifndef P _FOQSTUBH
#define P _FOQSTUBH
#if defined(P ~ _USEORBIX)



4.2. A SIMPLE SOLUTION 29

#include " foo .hh"

#elif defined(P _USEORBACUYS)
#include <OB/CORBA.h>

#include " foo .h"

#elif defined(P _USETAO)
#include " foo C.h"

#elif defined(P _USEOMNIORB)
#include " foo .hh"

#else

#error "You must #define P _USEORBIX, P_USEORBACUS, PUSETAO or ..."
#endif

#endif / * P_FOQSTUBH =*/

/I File: p  _foo _skeleton.h
#ifndef P _FOQSKELETONH
#define P _FOQOSKELETONH

#if defined(P _USEORBIX)
#include " foo S.hh"

#elif defined(P _USEORBACUS)
#include <OB/CORBA.h>

#include " foo _skel.h"

#elif defined(P _USETAO)
#include " foo S.h"

#elif defined(P _USEOMNIORB)
#include " foo .hh"

#else

#error "You must #define P _USEORBIX, P_USEORBACUS, PUSETAO or .."
#endif

#endif / * P_FOQSKELETONH =/

The file templates shown above support Orbix, Orbacus, TAO and omniORB. It should be trivial
to extend them to support other CORBA products. Because these files are so repetitive and they
need to be written for each IDL file used in a project, it is best to write a short script (using Tcl,
Perl, sed or whatever scripting language you prefer) thagesmeratethese portability header
files.

Finally, portability header files can be written t@nclude the appropriate old or standard
C++ header files. This is illustrated by example below:

#ifndef P _IOSTREAMH.
#define P _IOSTREAMH.

#if defined( P_.USEOLDTYPES
#include <iostream.h>

#else

#include <iostream>

using namespace std;

#endif

#endif / * P_IOSTREAMH. */
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As the above example illustrates, if the symBAUSE OLD TYPESis defined then the appropri-

ate old header file is included; otherwise, the standard header file is included and the statement
"using namespace std;" Is executed so programmers do not have to usesttie

prefix.

4.3 Issues not Tackled

This chapter has discussed how a simple technique can dramatically reduce problems in port-
ing applications to use different CORBA products. Some other portability issues exist that are
outside the scope of this chapter, such as:

» There will be differences in Makefiles when porting an application from one CORBA
product to another. For example, flags passed to the IDL compiler and C++ compiler will
change. Other changes will occur in the names of libraries that should be linked into the
application. Also, the names of the generated stub-code and skeletorcppdédiles will
differ.

« A C++ CORBA product is typically intended to be used with a specific brand of C++
compiler. If you switch from one CORBA product to another then you might also have to
switch to a different brand of C++ compiler.

» Although the CORBA specification describes the high-level functionality of the Imple-
mentation Repository (IMR), the CORBA specification has not standardized the “look and
feel” of the IMR. For this reason, details of how to register a server with the IMR are
different in different CORBA products.

» CORBA has not standardized upon APIs for logging diagnostic messages or for retrieving
runtime configuration information. Many CORBA products provide logging and config-
uration APIs as proprietary enhancements. If you make use of such proprietary APIs in
your application then this will make porting your application to another CORBA product
more difficult.



Chapter 5

Creation of POA Hierarchies Made Simple

The CORBA POA specification is considered by many to be powerful but complex. Actually,
the POA specification is powerful aménceptually simpleUnfortunately, verbose APIs obscure
the simple concepts that are at the heart of the POA specification. It is these verbose APIs that
are largely to blame for the reputation that the POA specification has for being complex.
This chapter discusses a class calRmhUTtility that provides a simplification “wrap-
per” around the POA APIs. The wrapper API contains just three operations that provide all
the power and flexibility previously provided by a dozen operations of the “raw” POA API.
The PoaUltility class doesot hide the concepts of the POA. In fact, it is just the opposite:
by replacing a dozen low-level operations with a smaller number of higher-level operations, the
wrapper allows developers to more easily see the underlying simplicity and elegance of the POA.
Currently, thePoaUltility class works “out of the box” with five CORBA products: Or-
bix/C++, Orbix/Java, Orbacus/C++, Orbacus/Java, and TAO. It should be easy to extend support
to other CORBA products and/or languages.

5.1 Introduction

Many people have mixed feelings about the POA specification. On the one hand, it provides
CORBA with a lot of power and flexibility. On the other hand, the POA specificatiorseam
complex, and this puts a lot of developers off CORBA. This is a shame because the POA speci-
fication is conceptually simple and is actually quite elegant. It is just that verbose APIs obscure
the simple concepts that are at the heart of the POA specification.
This chapter discusses a class calmhULtility that provides a simplification “wrap-
per” around the POA APIs. The wrapper API contains just three operations that provide all
the power and flexibility previously provided by a dozen operations of the “raw” POA API.
The PoaUtility class doesot hide the concepts of the POA. In fact, it is just the opposite:
by replacing a dozen low-level operations with a smaller number of higher-level operations, the
wrapper allows developers to more easily see the underlying simplicity and elegance of the POA.
Some important benefits of the wrapper API are as follows:

* The PoaUltility class reduces the learning curve for the POA without sacrificing any
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of its power and flexibility. This means that developers will require less time to become
skilled in the use of CORBA.

Developer productivity is increased. Realistically, developers will be able to create a
server’s POA hierarchy in just a few minutes and with just a few lines of cattbput
having to consult any reference documentation. Furthermore, if the creation of a POA
fails (for example, a developer might have assigned it incompatible policies) then the
PoaUtility class throws an exception that contains a self-explanatory message that
helps the developer to quickly diagnose the source of the problem.

Itis common for a CORBA product to allow a server to be deployed (1) with or (2) without
an Implementation Repository, and with both of these options the server can (3) listen on
a fixed port or (4) listen on a port that is chosen by the operating system. Unfortunately,
CORBA does not specify the practical details of how to choose a particular deployment
model for a server application. Instead, such details are left to proprietary extensions pro-
vided by each CORBA product. In some CORBA products, these proprietary extensions
take the form of command-line options or entries in a configuration file. In other CORBA
products, the proprietary extensions take the form of additional APIs, the use of which
must be hard-coded into the source code of a server application. This is unfortunate be-
cause it hinders source-code portability of CORBA applications.FidedJtility class
encapsulates use of these proprietary APIs. In doing sd? dladJtility class greatly
enhances source-code portability of server applications. The encapsulation also has the
benefit of making it trivial for the deployment model to be decided at deployment time
rather than being hard-coded at development time. In this way, server applications become
more flexible.

Currently, thePoaUtility class works “out of the box” with six CORBA products: Or-

bix/C++, Orbix/Java, Orbacus/C++, Orbacus/Java, TAO and omniORB. It should be easy to
extend support to other CORBA products and/or languages. Sé&ctam pagebl offers some
advice for readers who are interested in portingRlaUTtility class to other CORBA prod-

ucts.

5.2 Building A POA Hierarchy

We introduce thd?oaUltility class by showing how it is typically used to construct a POA
hierarchy. Let us assume that you are writing a CORBA server with the following characteristics:

* The server implements three interfacé®o, FooFactory (a factory for creating-00

objects) andAdministration (used to perform administration-type operations on the
server).

* The server has three POAs, one for each IDL interface. By convention, each POA has a

name that is the same as the name of the IDL interface associated with it. For example,
servants for IDL interfac&oo are stored in the POA calldebo.
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» The server requires two POA managers. One POA manager, which we shall cait¢he
functionalityPOA manager, is used to control the dispatching of requests teabeand
FooFactory POAs. The other POA Manager, which we shall call &ldenin functional-
ity POA manager, is used to control the dispatching of requests fadimenistration
POA.

The above functionality can be implemented by a class called,Psm@Hierarchy  that
makes use of the functionality provided by tReaUtility class. A C++ implementation of
this class is presented in Sectbi2.], and a Java version is presented in Sech@h?.

5.2.1 C++ Version

The declaration of the C+PoaHierarchy class is shown below.

1 #include "PoaUtility.h"
2 using namespace corbautil;
3 class PoaHierarchy : PoaUltility

4 {

5 public:

6 PoaHierarchy(CORBA::ORB_ptr orb,

7 PoaUtility::DeploymentModel  deployModel)

8 throw(PoaUtilityException)

9 -

10 /I Accessors

11 ff-ee-

12 POAManager_ptr  core_functionality()

13 { return m_core_functionality. mar() ; }
14 POAManager_ptr  admin_functionality()

15 { return m_admin_functionality. mar() ; }
16  POA ptr FooFactory() { return m_FooFactory; }

17 POA ptr Foo() { return m_Foo; }

18 POA _ptr Administration() { return m_Administration; }
19

20 private:

21 -

22 /I Instance variables

23 -

24  LabelledPOAManager m_core_functionality;

25 LabelledPOAManager m_admin_functionality;

26 POA var m_FooFactory;

27 POA _var m_Foo;

28 POA var m_Administration;

29

30 /-

31 /I The following are not implemented
32 -
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33 PoaHierarchy();

34 PoaHierarchy(const PoaHierarchy &);

35 PoaHierarchy & operator=(const PoaHierarchy &);
36 };

The following points should be noted:

e The PoaUltility.h file (line 1) defines several types in tieerbautil namespace
(line 2).

ThePoaHierarchy class inherits from th€oaUtility class (line 3).

» The constructor of the class (line 6) takes two parameters: a reference to an ORB and an
enum value that specifies the server’'s deployment model. The issue of server deployment
models will be discussed in Sectidi3. If anything goes wrong in the constructor then it
throws acorbautil::PoaUtilityException

» The created POAs and POA Managers are stored in instance variables (lines 24 to 28).
The variable for a POA Manager is of typwaUltility::LabelledPOAManager ,
which is a class that has two accessor operations:

const char label();
PortableServer::POAManager_ptr mgr();

» ThePoaHierarchy class defines accessor functions (lines 12 to 18) for the correspond-
ing instance variables (lines 24 to 28).

All the interesting functionality of th€oaHierarchy class is implemented in its construc-
tor, which is shown below. Comments follow after the code.

1 #include "PoaHierarchy.h"

2

3 PoaHierarchy::PoaHierarchy(CORBA::ORB_ptr orb,

4 PoaUltility::DeploymentModel deployModel)
5 throw(PoaUltilityException)
6 . PoaUtility(orb, deployModel)

74

8 M-

9 /I Create the POA Managers

10 Jf--------

11 m_core_functionality =

12 createPoaManager (“"core_functionality");

13 m_admin_functionality =

14 createPoaManager ("admin_functionality");

15

16 [f--------

17 /| Create the FooFactory POA
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m_FooFactory = createPoa ("FooFactory",
root() , m_core_functionality,
"user_id + persistent + use_active_object_map_only");

m_Foo = createPoa ("Foo",
m_FooFactory, m_core_functionality,
"system_id + transient + unique_id + retain”
"+ use_active_object_map_only");

m_Administration = createPoa ("Administration”,
root() , m_admin_functionality,
"single_thread_model + persistent + user_id"
"+ use_active_object_map_only");

The following points should be noted:

The constructor passes its parameters to its parent-class constructor (line 6).

A POA manager is created by calling the inheritzdatePoaManager() operation
(lines 11-14), and passing a parameter that specifies a ulaigelgname) by which the
POA manager will be known to the internals of theaUltility class.

A POA is created by calling the inheritedeatePoa()  operation (lines 19-37). This
operation takes four parameters. The first parameter is the name of the POA to be created.
The second parameter is a reference to its parent POA. The inherited opeoati)n

can be used to specify the root POA (lines 20 and 35). The third parameter is a labelled
POA manager that has been previously obtained by catliregtePoaManager()

The final parameter is a string of the fofgolicy + policy + ..." A This string
represents a list of policy values that should be applied when creating the POA. The names
of the policy values are lowercase equivalents ofegham values used by the raw POA
APIs, without the module prefix. For example, thertableServer::PERSISTENT

policy value is represented Bpersistent” . The use of lowercase makes it easier for
programmers because most code is written in lowercase.

! The policy values string can use any combination of whitespace, plus signs or commas as separators between
policy names. Also, leading or trailing separators are ignored. This flexibility was chosen in order to facilitate
developers who wish to use policy value strings that, say, are obtained from a runtime configuration file or have
been generated by a code-generation tool.
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* The C++ language states that a C++ compiler concatenates adjacent string literals. For ex-

ample:"good
long"policy + policy + ...

bye" are concatenated to givgoodbye" . This can be used to splita
" string over several lines (lines 28—-29 and 36-37).

« If anything goes wrong then thereatePoaManager() andcreatePoa()  opera-
tions throw an exception (in the form ofarbautil::PoaUtilityException )
that provides details of the CORBA exception thrown and the POA/POA-manager/policy-
list for which the exception applies. Because of this,FloaHierarchy  class doesot
have a separatiey-catch clause around each call tseatePoaManager() and
createPoa()  to diagnose the source of the problem. Instead,RbaHierarchy
class lets such exceptions propagate out tovthe() function of the application, where
a singletry-catch clause suffices. This will be illustrated in Sectior2.1.1

* All the useful functionality of thePoaUtility class is available througbublic  op-
erations. Because of this, developers are not restricted to @siagtility by sub-
classing from it. For example, the constructor of B@aHierarchy class could have
declared a local variable of typggoaUtility instead.

e The PoaUltility class has @oot()  operation that can be called to specify the root
POA as a parent of a POA being created witkatePoa() . However, the root POA
shouldnot be used for storing servants. This is because a featuPeatftility is its
ability to allow POAs or POA Managers to optionally listen on fixed port numbers (this
is discussed in Sectich.3) and, unfortunately, th&oaUtility class cannot always
configure the port number on which the root POA listens.

5.2.1.1 Using the POA Hierarchy in a Server Application

The code below illustrates the mainline of a server that useBdla¢lierarchy  class. Com-
ments follow after the code.

1 CORBA::ORB_var g_orb;

2 PoaHierarchy  * g_poa_h;

3 FooFactory_impl * g_FooFactory_sv;

4 Administration_impl * g_Administration_sv;
5

6 int main(int argc, char ** - argv)
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8 PortableServer::Objectld_var obj_id;

9

10 int exitStatus = O;

11 try |

12 e

13 /I Initialize CORBA and create the POA hierarchy
14 e

15 g_orb = CORBA::ORB_init(argc, argv);

16 PoaUltility::DeploymentModel deployModel = ..;;
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g_poa_h = new PoaHierarchy(g_orb, deployModel);

M--mmeee

g_FooFactory_sv = new FooFactory_impl();

obj_id = ..;

g_poa_h->FooFactory() ->activate_object_with_id(

obj_id, g_FooFactory_sv);
g_FooFactory _sv->_remove_ref();
... Il similar code for the Administration singleton

g_poa_h->core_functionality() ->activate();
g_poa_h->admin_functionality() ->activate();
g_orb->run();

}

catch (const CORBA::Exception & ex) {
cout << ex << endl;
exitStatus = 1;

}

catch (corbautil::PoaUtilityException & ex) {
cout << ex << endl;
exitStatus = 1;

}

[[-==-----

delete g _poa_h;

if (\CORBA:is_nil(g_orb)) {
try {
g_orb->destroy();
} catch (const CORBA::Exception & ex) {

}

cout << "orb->destroy() failed: " << ex << endl;
exitStatus = 1,

}

return exitStatus;
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The following points should be noted:

In a CORBA server, several objects are typically accessed by different parts of application
code. Such objects include the ORB, the POA hierarchy and servants for singleton inter-
faces. The above code has declared these as global objects (lines 1-4), and used the prefix
"g " to indicate that they are global variables. In your own applications, you may wish

to replace these global variables with whatever is considered to be a politically correct
alternative.

Once theCORBA::ORBhas been created (line 15), tR@aHierarchy  object is cre-

ated (line 17), passing two parameters to its constructor: the ORB agmamvalue that
specifies the server's deployment model. Téimum value might be determined based

on, say, a command-line option or an entry in a configuration file. If creation of the
POA hierarchy fails then the constructor BbaHierarchy throws acorbautil::
PoaUltilityException . This is caught and printed out bycatch clause (lines 45—

48). Note that the details of creating the POA hierarchy have been encapsulated in the
PoaHierarchy class, so thenain() function requires just one line of code to create
the POA hierarchy.

Having created th€oaHierarchy object, accessor operations are invoked on it to ac-
cess a POA (line 24) or POA Managers (lines—37 38). Notice that these accessor opera-
tions do not useduplicate() so there is not need for the calling code to €DRBA::
release()  on the returned reference.

During graceful shutdown of the server, tReaHierarchy  object should be deleted
(line 53).

5.2.2 Java Version

The Java version of theoaHierarchy class is shown below.

1 import org.omg.CORBA. *;

2 import org.omg.PortableServer. *

3 import com.iona.corbautil. *

4 class PoaHierarchy

5 {

6 public PoaHierarchy(ORB orb, int deployModel)

7 throws PoaUtilityException

8 |

9 PoaUtility util = PoaUltility.init(orb, deployModel);

10 m_core_functionality = util. createPoaManager (
11 "core_functionality");
12 m_admin_functionality = util. createPoaManager (
13 "admin_functionality™);
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14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54

m_FooFactory = util. createPoa ("FooFactory",
util.  root()
m_core_functionality,
"user_id + persistent +"
+ "use_active_object_map_only");
m_Foo = util. createPoa ("Foo", m_FooFactory,
m_core_functionality,
"system_id + transient +"
+ "unique_id + retain +"
+ "use_active_object_map_only");
m_Administration = util. createPoa ("Administration",
util.  root()
m_admin_functionality,
"single_thread_model +"
+ "persistent + user_id +"
+ "use_active_object_map_only");
¥
[f-=-=-=--
/I Accessors
[f-=-=-=--
public POA FooFactory() { return m_FooFactory; }
public POA Foo() { return m_Foo; }
public POA Administration() { return m_Administration; }
public POAManager core_functionality()
{ return m_core_functionality. mar() ; }
public POAManager admin_functionality()
{ return m_admin_functionality. mar() ; }
[f--mmmmme
/I Instance variables
e
private LabelledPOAManager m_core_functionality;
private LabelledPOAManager m_admin_functionality;
private POA m_FooFactory;
private POA m_Foo;
private POA m_Administration;
}

The following points should be noted:

» The PoaUltility class isabstract . Its staticinit() operation (line 9) uses Java
reflection APIs to create an instance of a concrete sub-class that is suitable for use with a
specific CORBA product. Further details of this are provided in Se&ibrf.
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Because of thabstract  nature ofPoaUtility , the PoaHierarchy class does

not inherit fromPoaUtility . Instead,PoaHierarchy declares a variable of type
PoaUtility (line 9) and initializes it by calling?oaUtility.init() . There are

two parameters tmit()  : a reference to an ORB and ant that specifies the server’s
deployment model. The issue of server deployment models will be discussed in Sec-
tion’5.3.

The operations and constructor of tReaUtility class throw an exception of type
PoaUltilityException , Which contains a descriptive message. Because of this, the
constructor of thePoaHierarchy class also listdoaUtilityException in its
throws clause (line 7).

The created POAs and POA Managers are stored in instance variables (lines 49-53). The
variable for a POA Manager is of tygeabelledPOAManager , which has two public
operations:

public String label();
public POAManager mgr();

The PoaHierarchy class defines accessor functions (lines 38-44) that provide read-
only access to the corresponding instance variables.

A POA manager is created by calling tbeeatePoaManager() operation (lines 10—
13), and passing a parameter that specifies a urnépet(name) by which the POA man-
ager will be known to the internals of tioaUtility class.

A POA is created by calling thereatePoa()  operation (lines 15—-32). This operation
takes four parameters. The first parameter is the name of the POA to be created. The
second parameter is a reference to its parent POA. The operatitfh  can be used to
specify the root POA (lines 16 and 28). The third parameter is a labelled POA manager that
has been previously obtained by calllnlgeatePoaManager() . The final parameter

is a string of the fornipolicy + policy + ..."

This string represents a list of policy values that should be applied when creating the POA.
The names of the policy values are lowercase equivalents oérthen values used by

the raw POA APIs, without the module prefix. For example, PogtableServer::
PERSISTENT policy value is represented Byersistent" . The use of lowercase
makes it easier for programmers because most code is written in lowercase.

The PoaUtility class has @oot()  operation that can be called to specify the root
POA as a parent of a POA being created withatePoa() . However, the root POA

2 The policy values string can use any combination of whitespace, plus signs or commas as separators between

policy names. Also, leading or trailing separators are ignored. This flexibility was chosen in order to facilitate
developers who wish to use policy value strings that, say, are obtained from a runtime configuration file or have
been generated by a code-generation tool.
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shouldnot be used for storing servants. This is because a featupeatility is its
ability to allow POAs or POA Managers to optionally listen on fixed port numbers (this
Is discussed in Sectich.3) and, unfortunately, th&oaUtility class cannot always
configure the port number on which the root POA listens.

5.2.2.1 Using the POA Hierarchy in a Server Application

The code below illustrates the mainline of a server that useBdladlierarchy  class. Com-
ments follow after the code.

1 import org.omg.CORBA. =*;

2 import org.omg.PortableServer. *;

3

4 public class Server

5 {

6 public static ORB orb;

7 public static PoaHierarchy poaH;

8 public static FooFactorylmpl fooFactorySv;

9 public static Administrationimpl administrationSyv;

10

11 public static void main(String args[])

12 {

13 try {

14 e

15 /l Initialize the ORB and create the POA Hierarchy
16 JIE

17 orb = ORB.init(args, null);

18 int deployModel = ..;

19 poaH = new PoaHierarchy(orb, deployModel);
20

21 e

22 /I Create and activate singleton servants

23 [f-=mmmme

24 fooFactorySv = new FooFactorylmpl();

25 poaH.FooFactory() .activate_object_with_id(

26 "FooFactory".getBytes(), fooFactorySv);
27 ... Il similar code for the Administration singleton
28

29 JIE

30 /I Export singleton object references

31 e

32

33

34 [f-=mmmmm

35 /I Activate POA Managers and go into the event loop

36 /—
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37 poaH.core_functionality() .activate();
38 poaH.admin_functionality() .activate();
39 orb.run();

40

41 } catch (PoaUtilityException ex) {
42 System.out.printin(ex.getMessage());
43 } catch (Exception ex) {

44 System.out.printin(ex.toString());

45 }

46

a7 e

48 /l Tidy up and terminate

49 e

50 if (orb !'= null) {

51 try {

52 orb.destroy();

53 } catch (Exception e) {

54 }

55 }

56 }

57 }

The following points should be noted:

* Once theCORBA::ORBhas been created (line 17), tReaHierarchy  object is cre-
ated, passing two parameters to its constructor: the ORB aiat arvalue that species
the server’'s deployment model (line 19). This deployment model value might be de-
termined based on, say, a command-line option or an entry in a configuration file. If
creation of the POA hierarchy fails then the constructoPofHierarchy  throws a
PoaUtilityException exception. This is caught and printed out by a catch clause
(lines 41-42). Note that all the details of creating the POA hierarchy have been encapsu-
lated in thePoaHierarchy class, so just one line of code (to createRoaHierarchy
object) is all that is required in thmain() function.

» Having created th®oaHierarchy object, accessor operations are invoked on it to ac-
cess a POA (line 25) or POA Managers (lines 37—-38).

5.3 Server Deployment Models

The CORBA specification describes anplementation repository This term is not very in-
tuitive so it deserves an explanatioimplementationis the CORBA terminology for “server
application”, andrepositorymeans a persistent storage area, such as a database.irijles,
mentation repositorfcommonly abbreviated to IMR) is a database that stores information about
CORBA server applications. Most of the functionality of an IMR must be implemented in a
platform-specific manner. For this reason, the CORBA specification just specifies the high-level
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functionality that an IMR must provide, and doest specify any of the “look and feel” of an
IMR. This means that IMRs differ widely between different CORBA products. For example, the
Orbacus IMR is an executable calleadr , while the Orbix IMR is an pair of executables: one is
calleditlocator (the locator daemon) and this is supportedthpde _daemon (the node
daemon).

When a server application is registered with an IMR then the IMR can (re-)launch the server.
When a server is deployed in this manner, any persistent object references that are exported by
the server dawot contain the server’'s host and port, but rather they contain the host and port
of the server’'s IMR. When a client tries to invoke upon such an object, the client sends its first
invocation to the IMR’s host and port. This gives the IMR a chance to (re-)launch the server if it
is not currently running and then redirect the client to the server’s actual host and port.

The main benefit of using an IMR to launch a server is that the server can be re-launched
automatically if it ever dies. Some IMRs offer additional benefits. For example, the Orbix IMR
can launch severakplicasof a server, in order to provide load balancing and fault tolerance.
The benefits of having an IMR are desirable in many circumstances. However, there are some
reasons why some people prefentt deploy a server through an IMR:

1. Many people learn CORBA once piece at a time. Because of this, itis common for a person
to know how to develop a CORBA server and how to run it from the command-line, but
not (yet) be familiar with how to deploy a server through the IMR.

2. In many CORBA products the IMR is a single point of failure. Some organizations cannot
risk deploying mission-critical applications that have single points of failure. Such orga-
nizations often prefer to deploy CORBA systems without using an IMR. An alternative is
to develop applications using a CORBA product (such as Orbix) that providgdieated
IMR so that the single point of failure is removed.

3. Some organizations use a variety of different CORBA products. For example, perhaps one
internal project is built using one CORBA product, while another internal project (perhaps
in a different department) is built using a second brand name of CORBA product. Finally,
the organization may have bought a pre-built CORBA server from a third-party company,
and this server was built using a third brand of CORBA product. The system administrator
in such an organization is faced with learning how to perform administration tasks with
the IMRs of each of the three CORBA products. However, this learning curve could be
reduced if some (or all) of the servers could be deploy@loutan IMR. In this case, the
trade-off is to sacrifice the benefits offered by of IMR in order to simplify administration.

An orthogonal issue for server deployment is whether the server will listen on a fixed port or
on an arbitrary port that is chosen by the operating system. Such arbitrary ports are often called
random transient(meaning temporary) @phemera{meaning short-lived) ports. Use of a fixed
port is often desirable if the server is to be accessed by clients across a firewall, or if the server
containsSPERSISTENTPOASs and is being deployesdithoutan IMR. However, most CORBA
products will, by default, have servers listens on random ports; this is acceptable if the server
contains onlyTRANSIENTPOAS, or if the server contaif®ERSISTENTPOASs but is deployed
through an IMR.
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Unfortunately, CORBA doesot specify the practical details of how to choose:
* Whether or not a server is deployed through an IMR.
« Whether or not a server listens on a fixed or random port.

Instead, such details are left to proprietary extensions provided by each CORBA product. In
some CORBA products, these proprietary extensions take the form of command-line options
or entries in a configuration file. In other CORBA products, the proprietary extensions take
the form of additional APIs, the use of which must be hard-coded into the source code of a
server application. This is unfortunate because it hinders source-code portability of CORBA
applications. However, the proprietary APIs are typically called when creating either POAs or
POA Managers. This makes it possible for theaUtility class to encapsulate the use of
such proprietary APIs, and so increase source-code portability of server applications, while at
the same time deferring deployment decisions until deployment time rather than prematurely
deciding them during development.

5.3.1 Specifying a Server Deployment Model witlPoaUtility

The constructor oPoaUtility takes a parameter calle@ployModel thatis used to spec-
ify how the server is being deployed. The C++ definition of this parameter’s legal values are
shown below:

namespace corbautil {
class PoaUtility {
public:
enum DeploymentModel {
RANDONPORTSNQIMR, RANDONPORTSWITH.IMR,
FIXED _PORTSNQIMR, FIXED_PORTSWITHIMR
b
static DeploymentModel
stringToDeploymentModel (const char * model)
throw(PoaUtilityException);

I

Java does not have amum type so the Java deployment models are denoted as integer
constants, as shown below:

package com.iona.corbautil;

abstract public class PoaUtility {
public static final int RANDONPORTSNQIMR = 0;
public static final int RANDONPORTSWITHIMR = 1;
public static final int FIXED_PORTSNQIMR = 2;
public static final int FIXED_PORTSWITH.IMR = 3;

public static int stringToDeploymentModel (String model)
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throws PoaUtilityException

The four values simply indicate whether or not a server listens on random ports, and whether
or not the server is deployed through the IMR. If a CORBA product requires use of proprietary
APIls for any of these deployment options then BaaUtility class calls the appropriate
APIs. If a CORBA product does not require use of any proprietary APIs thelRdhbtility
class simply ignores th@geployModel parameter. In either case, the end user will still have to
use the CORBA vendor’s proprietary administration commands, command-line options and/or
configuration file entries to set up the necessary environmental support for the chosen deploy-
ment model.

ThePoaUtility class provides stringToDeploymentModel() utility method that
converts a deployment model string, suUCHRANDOMPORTSNQIMR" to the corresponding
enum/int value. This utility method performs a case-insensitive string comparison, which
means that lower-case strings, suchr@mdom _ports _no_imr" are also acceptable. If an
invalid deployment model string (for examp!&o0" ) is passed as a parameter then the method
throws aPoaUtilityException that contains a message of the form:

Invalid DeploymentModel "foo"

Use of this utility method makes it trivial for server applications to obtain a deployment model
from, say, acommand-line option or an entry in a runtime configuration file. This then means that
a server’s deployment model can be decided at deployment time rather than being hard-coded
during development.

5.3.2 Orbix Server Deployment

If deploying an Orbix server through the IMR then titedmin  utility must be used to reg-
ister the server with the IMR. Also, whenever starting an IMR-deployable server (either from
the command-line or through the IMR) then you must be consistent in specifying the same
-ORBname <name>command-line arguments to the server.

If deploying an Orbix server so that it listens on fixed ports then you must indicate the port
number used by a POA manager through a configuration variable of the¢form:

<label>:iiop:addr_list

where<label> is thelabel parameter passed tweatePoaManager() . Some examples
are shown below:

core_functionality:iiop:addr_list = ["<host>:6000"];
admin_functionality:iiop:addr_list = ['<host>:6001"];

3 Orbix allows individual POAs controlled by the same POA Manager to use different ports; but it also allows
POAs controlled by the same POA Manager to share the same porE dettétility class keeps administration
simple by allowing the choice of port numbers to be chosen at the relatively coarse granularity of POA Managers
rather than at the finer granularity of individual POAs.
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The"<host>"  string should be replaced with the name of the computer on which the server is
running.

5.3.3 Orbacus Server Deployment

If deploying an Orbacus server through the IMR then itheadmin utility must be used to
register the server with the IMR. Also, if you start an IMR-deployable server from the command-
line then you must specifORBServerld <name> as command-line arguments to the server.

If deploying an Orbacus server so that it listens on fixed ports then you must indicate the port
number used by a POA manager through a configuration variable of the form:

ooc.orb.poamanager.<label>.endpoint

where<label> is thelabel parameter passed tweatePoaManager() . Some examples
are shown below:

ooc.orb.poamanager.core_functionality.endpoint=iiop --port 6000
ooc.orb.poamanager.admin_functionality.endpoint=iiop --port 6001

5.3.4 TAO Server Deployment

If deploying a TAO server through the IMR then theo _imr utility must be used to register
the server with the IMR. Also, whenever starting an IMR-deployable server (either from the
command-line or through the IMR) then you should spegiiRBUselMR 1 as command-line
arguments to the server.

If deploying a TAO server so that it listens on fixed ports then you must indicate the port num-
ber used by the server by specifyifgRBEndPoint <endpoint-details> as command-
line arguments to the server. An example is shown below:

my_server.exe -ORBEnNdPoint iiop://foo.acme.com:9999

5.3.5 omniORB Server Deployment

OmniORB does not provide an IMR. Instead, all servers must be started manually. By de-
fault, an omniORB server listens on a random port. If you want an omniORB server to lis-
ten on a fixed port then you can indicate the port number by specik@RRBendPoint
<endpoint-details> as command-line arguments to the server. An example is shown
below:

my_server.exe -ORBendPoint giop:tcp:foo.acme.com:5000
Alternatively, the omniORB configuration file could contain an entry like that shown below:

endPoint = giop:tcp:foo.acme.com:5000
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5.4 Using Orbix-proprietary Policies

The PoaUtility class provides access to the Orbix-proprietary policies. For example, you
can specify one of the proprietaBBJECT_DEACTIVATION_POLICWalues (deliver*
"discard®  or"hold" ) in the list of policies passed as a parametasraatePoa()

Orbix also provides proprietary APIs for creatiwgrk gueue? which can then be associated
with POAs. ThePoaUltility class provides APIs to access this functionality. C++ code
that illustrates this is presented in Secti®d.], and corresponding Java code is presented in
Sectior5.4.2

5.4.1 C++ Version

The class declaration below shows how to make use of the Orbix-proprietary work queue mech-
anism.

1 #include "PoaUtility.h"
2 using namespace corbautil;
3 class PoaHierarchy : public PoaUtility

4 {

5 public:

6 PoaHierarchy(CORBA::ORB_ptr orb,

7 PoaUltility::DeploymentModel  deployModel)
8 throw(PoaUltilityException)
9 -

10 /I Accessors

11 -

12 WorkQueue_ptr manual_wq() { return m_manual.wq(); }
13 ... 1l other accessors

14

15 private:

16 /-

17 /I Instance variables

18 /|-~

19 LabelledOrbixWorkQueue m_auto;

20 LabelledOrbixWorkQueue m_manual,

21 ... /I other instance variables

22 };

The following points should be noted:

* The created work queues are stored in instance variables (lines 19-20). The variable for a
work queue is of typeorbautil::LabelledOrbixWorkQueue , Which is a class
that has two public operations:

4 The discussion in this section assumes the reader is already familiar with the concepts of work queues. If you
are not familiar with work queues then you can find details in the Oflsdbgrammer’s Guideand Programmer’s
Reference Guide
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const char =« label();
IT_WorkQueue::WorkQueue_ptr wq();
« An accessor for a work queue can be defined as shown in line 12.

The work queues are created and associated with POAs in the body of the constructor, as
shown below:

1 #include "PoaHierarchy.h"

2

3 PoaHierarchy::PoaHierarchy(CORBA::ORB_ptr orb

4 PoaUltility::DeploymentModel deployModel)
5 throw(PoaUtilityException)
6 : PoaUtility(orb, deployModel)

74

8 --mmeee

9 /I Create the POA Managers

10 M--mmee

11

12

13 [f--------

14 /l Create the work queues

15 Mf--mmmm-

16 m_auto = createAutoWorkQueue ("auto",

17 1000, 10, 10, 10, 128);

18 m_manual = createManualWorkQueue ("manual’, 1000);

19

20 [f--------

21 /I Create the FooFactory POA

22 [f--------

23 m_FooFactory = createPoa ("FooFactory",

24 root() , m_core_functionality,

25 "user_id + persistent + use_active_object_map_only",
26 m_auto );

27

28 }

The following points should be noted:

* An automatic work queue is created though ¢heate AutoWorkQueue() operation
(lines 16-17). The first parameter itadel for the work queue. The remaining parameters
to this operation arenax_size , initial_thread_count , high_water_mark
low_water_mark andthread_stack size kb . Most of these parameters have
meanings identical to those ofeate _work _queue with _thread _stack _size()
in the IT _WorkQueue::AutomaticWorkQueueFactory interface. The only ex-
ception isthread_stack_size_kb , Which specifies a stack size in kilobytes (the cor-
responding parameter wreate _work _queue _with _thread _stack _size() ex-
presses the stack size in bytes rather than kilobytes).
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* A manual work queue is created through theateManualWorkQueue() operation
(line 18). The parameters to this operation aftateel for the work queue anthax size .

» ThecreatePoa()  operation is overloaded so it can take an extra parameter to denote
a work queue that should be associated with the POA (line 26). If you wish, you can
associate the same work queue with several POAs.

5.4.2 Java Version

The class declaration below shows how to make use of the Orbix-proprietary work queue mech-
anism.

1 import org.omg.CORBA. =*;

2 import org.omg.PortableServer. *;

3 import com.iona.corba.lT_WorkQueue. *

4 import com.iona.corbautil. *

5 class PoaHierarchy

6 {

7 public PoaHierarchy(ORB orb, int deployModel)

8 throws PoaUtilityException

O |

10 PoaUtilityOrbixImpl util = (PoaUtilityOrbixImpl)
11 PoaUltility.init(orb, deployModel);
12

13 M-

14 /I Create the POA Managers

15 M-

16

17

18 M-~

19 /I Create the work queues

20 M-~

21 m_auto_wq = util. createAutoWorkQueue ("auto",
22 1000, 10, 10, 10);

23 m_manual_wq = util.  createManualWorkQueue ("manual”, 1000);
24

25 JIE

26 /I Create the "FooFactory" POA

27 [f-=-=----

28 m_FooFactory = util. createPoa ("FooFactory",
29 util.  root() ,

30 m_core_functionality,

31 "user_id + transient + "
32 + "use_active_object_map_only",
33 m_auto_wq );
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public WorkQueue manual_wq() { return m_manual_wqg.wq(); }

private LabelledOrbixWorkQueue m_auto_waq;
private LabelledOrbixWorkQueue m_manual_waq;

o

The following points should be noted:

To access the Orbix-proprietary functionality, you must typecast the value returned from
PoauUltility.init(orb) to typePoaUtilityOrbiximpl (lines 10-11).

The created work queues are stored in instance variables (lines 46—-47). The variable for a
work queue is of typéabelledOrbixWorkQueue  , which has two public operations:

public String label();
public WorkQueue wd();

An accessor for a work queue can be defined as shown in line 40.

You create an automatic work queue by callovgateAutoWorkQueue() (lines 21—
22). The first parameter to this operation isahel for the work queue. The remain-
ing parameters amax_size , initial_thread_count , high_water_mark and
low_water_mark . These parameters are similar to thoserefite _work _queue()

in IT WorkQueue::AutomaticWorkQueueFactory

A manual work queue is created through tireate _manual work _queue() oper-
ation (line 23). The parameters to this operation adekel for the work queue and
max size .

ThecreatePoa()  operation is overloaded so it can take an extra parameter to denote
a work queue that should be associated with the POA (line 33). If you wish, you can
associate the same work queue with several POAs.

5.4.3 Configuration Values for Work Queues

If the label parameter passed to a work queue creation operation is an empty string then the other
parameter values are used directly when creating the work queue. Howevetali¢hearame-
ter is not an empty string then the other parameters can be overridden by runtime configuration
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entries. If a class has an automatic work queue cddetb” and a manual work queue called
"manual” ) then the corresponding runtime configuration entries can be expressed as shown
below:

auto :max_size = "1000";
auto :initial_thread _count = "10";

auto :high_water_mark = "10"
auto :low_water_mark = "10"
auto :thread_stack _size_kb = "512";
manual :max_size = "1000";

5.5 Porting to Other CORBA Products

55.1 C++ Version

The IDL-to-C++ mapping has one annoying hindrance to portability: it does not define the names
of CORBA-related header files. The practical effect of this is that a developer must change
#include directives for CORBA-related header files when porting an application to a different
CORBA product. To alleviate this problem, the author has developed a collection of simple
“wrapper” header files that (depending on whitttefine  symbol as been define#finclude
product-specific header files. This collection of wrapper header files, which currently supports
Orbix, Orbacus, TAO and omniORB, is documented in Chagt@ortability of C++ CORBA
Applicationg. ThePoaUltility class uses the portability header files so that itianlude

CORBA header files in a portable way.

If you wish to port thePoaUtility class to another CORBA vendor’s product then the first
step is to enhance the portability wrapper header files to support that CORBA vendor’s product.
In practice, this should take only a few minutes of time. Having done thaR dadJtility
class should then compile cleanly with the other CORBA vendors’ product. However, it will not
(yet) take advantage of the CORBA vendor’s proprietary APIs for, say, getting a POA Manager
to listen on a fixed port number. To add this capability, you will need to examine the code in
PoaUtility.cxx and add soméif...#endif directives as required.

The history of software development has shown thatessiveise of#if...#endif di-
rectives can result in software that is difficult to read and maint8i€].[ Currently, use of
#if.. #endif directives is quite localized within theoaUtility class. However, if this
class is extended to support many other CORBA products in the future then proliferation of
#if.. #endif directives might prove troublesome for code readability and maintainability.

5.5.2 Java Version

The Java approach to producing product-specific implementations of an API is to define the API
as either annterface or anabstract class and then use Java’s reflection APIs to dy-
namically load an appropriate implementation. The canonical example of this for CORBA pro-
grammers irg.omg.CORBA.ORB , which is anabstract class . The staticinit()
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operation on this class uses reflection to create an instance of the subclass specified by the
org.omg.CORBA.ORBClass system property.

The PoaUtility class uses a similar approach. It has a static operation dalt€d
This operation uses reflection to create an instance of a class using the following algorithm:

1. If the com.iona.corbautil. PoaUtilityClass system property exists then its
value specifies the name of the class to be instantiated.

2. Otherwise, therg.omg.CORBA.ORBClass system property is examined.

(a) If this property has the valu&om.iona.corba.art.artimpl.ORBImpl"
then an instance afom.iona.corbautil.PoaUtilityOrbixImpl is cre-
ated. As its name suggests, this class is an implementation for use with Orbix. In-
ternally, it uses Orbix-proprietary APIs that allow POAs to listen on fixed ports. It
also defines additional operations (discussed in Se&tudnthat provide access to
the Orbix-proprietary work queues.

(b) If this system property has the valtmom.ooc. CORBA.ORB" then an instance of
com.iona.corbautil.PoaUtilityOrbacusimpl is created. As its name
suggests, this class is an implementation for use with Orbacus. Internally, it uses
Orbacus-proprietary APIs that allows a POA manager to listen on a fixed port.

3. Otherwise, an instance obm.iona.corbautil.PoaUtilityPortablelmpl is
created. This class uses only CORBA-compliant APIs so it is portable to other CORBA
vendor products, but it does not have the ability to allow a POA manager to listen on a

fixed port.

The above algorithm could be simplified to just steps 1 and 3. However, step 2 provides a
better out-of-the-box experience for Orbix and Orbacus developers because the developers do
not need to set up a system property in order for a server to have the ability to listen on a fixed
port.

If you want to produce a version &oaUltility that can take advantage of the proprietary
APIs of another CORBA product then you should write a class that inherits dmmiona.
corbautil.PoaUtilityPortablelmpl and redefines whatever operations it needs to

and/or adds new operations.



Chapter 6

Orbix Administration Made Simple

Orbix administration is performed through sub-commands ofitdamin  utility. Each sub-
command performs a small amount of work so you typically need to execute sgkadnain
commands to complete a useful unit of work, such as registering an Orbix server with the Im-
plementation Repository (IMR) or updating configuration variables. Howéeshmin  has

a built-in scripting language. This makes it possible to write a script that performs the entire
sequence oftadmin commands required to carry out a task. This chapter discusses several
useful task-baseitadmin  scripts:

orbix _srv _admin can be used to perform several of the most commonly required adminis-
tration tasks associated with Orbix servers, such as registering an Orbix server with the
IMR and initializing or updating configuration values for the server.

orbix _set config _vars can initialize and update configuration values for an application
but it does not attempt to interact with the IMR. As such, this script contains a subset of the
functionality oforbix _srv _admin . This script is typically used with client applications
or servers that are being deployed without an IMR.

orbix _notify _service registers a Notification Service with Orbix. When Orbix is initially
configured with thatconfigure utility, you can choose to creatane Notification
Service. However, some organizations like to hastditionalinstances of the Notification
Service to increase throughput. This utility makes it easy to do this.

orbix _ns_on_fixed _port reconfiguresthe Naming Service so that it can listen on a fixed
port.

6.1 Introduction

Many CORBA servers are deployed through an Implementation Repository $\8Rjne ad-
ministration tasks are commonly performed on such Orbix server applications. For example:

1 Orbix uses the terminologijocation domaininstead oflmplementation RepositoryAn overview of the
IMR/location domain is provided in Secti@?2.

53
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* When a server is first compiled (or a pre-compiled application is installed), it should be
registeredwith the IMR before it is run.

* You may wish to set (and later modify) some configuration variables for the server. For
example, you can change the size of a thread pool by setting configuration variables. Like-
wise, you can enable active connection management for the server by setting configuration
variables.

« Over time, the load on the server may increase to the point where a single server cannot
handle the high load. Because of this, you may decide to re-register the application as a
replicatedserver.

 Finally, you may wish taunregisterthe application if you are taking it out of deployment.

Although many CORBA servers are deployed through an IMR, some are deployed without
an IMR and, of course, client applications are also deployed without an IMR. There is still some
administration that is associated with such IMR-less applications. In particular, you may wish to
set configuration variables for such applications.

All Orbix administration tasks are performed with various sub-commands ofatimin
utility. However, each individual sub-commanditddmin  performs just a small amount of
work. Because of this, you typically need to execsggeralitadmin  commands to complete
a useful unit of work, such as registering an Orbix server. Howeatstmin has a built-
in scripting language. This built-in scripting language makes it feasible to write a script that
performs the entire sequenceit@dmin  commands required to carry out a task.

This chapter discusses sevatatimin  scripts. One, calledrbix _srv _admin , performs
common IMR-related administration tasks associated with servers and also initializes/updates
configuration variables for a server. Another script, catidalx _set _config _vars , initial-
izes or updates configuration values for an application but it does not attempt to interact with
the IMR. As such, this script contains a subset of the functionality obtbex _srv _admin .

This script is typically used with client applications or servers that are being deployed with-
out an IMR. Theorbix _notify _service script makes it easy to registeeveralNotifica-

tion Services with the IMR. The final scrigirbix _ns_on_fixed _port , automates the steps
required to reconfigure the Naming Service so that it listens on a fixed port (which makes it
firewall-friendly).

These scripts can be used to perform several of the most commonly required administra-
tion tasks associated with Orbix applications. This has the immediate benefit of simplifying
administration of Orbix applications. An additional benefit is that these scripts can echo out
theitadmin command that they execute. This allows users to see the sequeitednaih
commands required for various tasks. Because of this, these scripts can be used as self-teaching
tools to help people more quickly master the enormous power and flexibilitsgdrhin

6.2 Whatis an Implementation Repository (IMR)

The CORBA specification mentions the concept oiraplementation repositoffMR), but does
not discuss it in much detail because much of the functionality of an IMR is platform-dependent,
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whereas the CORBA specification focuses on platform-independent concepts.

This section explains the central concepts of an IMR. We start by explaining the CORBA
concept of an IMR. We then provide a high level overview of the Orbix implementation of an
IMR and finally outline the details of what Orbix stores in its IMR database.

6.2.1 The CORBA Concept of an Implementation Repository

The CORBA specification describesiamplementation repositoryr his term is not very intuitive

so it deserves an explanatiohmplementations the CORBA terminology for “server applica-
tion”, andrepositorymeans a persistent storage area, such as a databaseiniplasentation
repository(commonly abbreviated to IMR) is a database that stores information about CORBA
server applications.

The CORBA specification contains onlypartial definitionof an IMR. In particular, the
specification states the high-level functionality that an IMR should provide, but the specification
doesnot state how this functionality should be implemented. Neither does the specification state
how the IMR should be administered. The need for a partial specification is because much of the
functionality of an IMR must be implemented and administered in a platform-specific manner.
For example:

* An IMR should be capable of starting and stopping a server process. Different operating
systems have different ways of starting and stopping processes.

* An IMR should record details of servers, such as the command used to launch a server, and
whether or not the server is currently running. Some IMRs may store this information in a
database. Other IMRs might record this information in a textual file. An IMR running on
an embedded device might not have access to a file system or a database and hence might
record server details in, say, non-volatile RAM.

In essence, an IMR running on a mainframe would not onlyrg@ementedlifferently to an
IMR running on a PC or on an embedded device, but it would alsadoeinistereddifferently
too. Put simply, one CORBA vendor's IMR running on one kind of computer might have a
very different “look and feel” to another CORBA vendor’s IMR running on a different kind of
computer. This wide variation in IMRs is the reason why the CORBA specification contains only
a high-level discussion about IMRs.

6.2.2 The Orbix Implementation Repository

The Orbix IMR is implemented with the following components:
1. A database is used to record information about server applications.

2. A locator daemor{itlocator 2) provides a CORBA server wrapper around the IMR
database.

2 Many executables supplied with Orbix start with the préfix . This prefix is an acronym fdONA Tech-
nologies and is used to prevent namespace pollution of executables installed on a computer.
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3. Theitadmin utility is a command-line-driven CORBA client that communicates with
the locator daemon in order to query and update the IMR database.

4. Whenever the locator daemon wants to start or stop a server process, it delegates the start-
ing/stopping task to aode daemofitnode _daemon). The node daemon also “pings”
servers periodically to check if they are still alive. There should be a hode daemon run-
ning on every machine on which the IMR may want to launch a server application. When
a server application is registered with the IMR, one piece of the registration information
specifies the node daemon (host) that should be used for running the server.

Placing some functionality of an IMR in the locator daemon and other functionality in the
node daemons is a technique that is used by several CORBA vendors (although other CORBA
vendors will use terminology other thémcator daemorandnode daeman This separation of
functionality offers one important benefit for a CORBA vendor and a different important benefit
for their customers:

* The important benefit for the CORBA vendor is that the much of the platform-specific
code in an IMR is concerned with starting and stopping server processes. This platform-
specific code can be encapsulated in the node daemon, which enhances maintainability of
the source code of the IMR.

* The important benefit for the customers is that the registration detaitdlfeerver appli-
cations are stored in one centralized location (in the IMR database accessed via the locator
daemon)irrespectiveof how many node daemons (hosts) there are in the IMR. This allows
for easy centralized administration of a CORBA system.

You create an IMR by running thiconfigure utility. Full details of this are given in
the Orbix Administrator’s Guide You should note that “Implementation Repository” (IMR) is
CORBA terminology. It is common for CORBA vendors to use a different name for their own
IMR. For example, the Orbix name for an IMR isl@cation domain A location domain is
simply the contents of the IMR database (that is, the details for all registered server applications)
plus the locator daemon and its supporting node daemon(s).

Orbix does not place any restriction on how many or how few IMRs you can create and
whether different IMRs run on treameor differentcomputers. Rather, the choice on the number
of IMRs installed in an organization is typically due to pragmatic considerations. For example,
it is common for each developer to have his/her own “private” IMR for day-to-day development
work. Another IMR might be used for system testing and yet another IMR might be used for
deployed applications. An organization might find it convenient to lsveral‘deployment”
IMRs: perhaps a separate one for each branch or department in the organization, or perhaps one
IMR for, say, payroll applications and another IMR for stock-control applications.

6.2.3 What is Stored in the Implementation Repository?

When you register an Orbix-based server application with an IMR, you have to register three
different kinds of entities: @rocessanorbnameand thePOAsin the server’s POA hierarchy.
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The termprocessmeans the set of details required for launching a server application. This
includes:

* The full path to the server executable.
« Command-line arguments to be passed to the server application.

» The current working directory. If this information is not specified then it defaults to the
root directory.

» Environment variables. If none are specified then the launched server inherits the environ-
ment variables of the node daemon process that started it. If some environment variables
are specified theonly those specified variables are passed to the launched application,
that is, the launched server wilbt inherit any environment variables at all from the node
daemon.

» Startup mode. This can be eithen _demand or disable . Theon_demand mode
means that the server will be launched whenever a client tries to interact with it. The
disable mode means that the IMR will never attempt to launch the server; instead, the
server must be launched by some other means, such as having a human run it from the
command line.

* The node daemon (host) that is used to launch and monitor the health of the server process.

* On a UNIX machine, you can also specify a username, groupname and umask to be used
when launching the server application.

A process is registered with the IMR through the following command:
itadmin process create [options] <process-name>

Command-line options are used to specify the details optbeess , such as the executable
name, the command-line arguments, environment variables and so on.

There is an ORB object inside each CORBA-based application, and this ORB can be given a
name through the ORBname <orbname>" command-line argument when starting an Orbix
application. In effect, therbname is the application’s name that identifies the application to
the IMR. Before running an application, you can registeoitsname with the IMR. This serves
the following purposes:

* You can associate therbname with a process , so that the IMR knows how to re-
launch the application.

* When you later register the POA hierarchy of the server application, you need to associate
each persistent POA with arbname .

An orbname is registered with the IMR through the following command:

itadmin orbname create [-process <process-name>] <orb-name>
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When an application is started, the applicatiamrsname determines what set of configuration
information will be used by the Orbix runtime system. Application-level code can use Orbix-
proprietary APIs to obtain application-level configuration information from the same place, or
alternatively an application can obtain its runtime configuration information from somewhere
else.

A CORBA server application uses a collection of POAs to manage its objects. POAs in an
application are arranged in a hierarchy and each POA is ditligsientor persistent

» Atransient POA isiotassociated with aorbname , and it needs to be registered with the
IMR only if it is the parent (or ancestor) of a persistent POA.

» A persistent POA must be registered with the IMR. A persistent POA is associated with
either oneorbname or alist of orbname s (and a load-balancing strategy). Associating
a POA with alist of orbname s means that the POA is replicated. In Orbix, replication is
provided at the granularity of individual POAs, but you typically replicatehe POAs in
a server so it looks like server replication.

A poa is registered with the IMR through the following command:
itadmin poa create [options] <hierarchical-poa-name>

Command-line options to the command are used to specify the details gothesuch as
whether it is transient or persistent, which (list ofpname (s) it is associated with and, for
a replicated poa, its load-balancing strategy.

When you compile or install a pre-compiled Orbix-based server application, you should reg-
ister itsprocess , orbname andpoa hierarchy with an IMR. This registration occurs just
once, because the IMR stores all the details in its database.

The registration details of a server are said tostaic because they rarely change. The
IMR also recordslynamic(that is, frequently updated) information such as the host and ports of
servers that are currently running. It uses this information when it needs to redirect a client to an
appropriate server and also so that it can re-launch a server on an as-needed basis.

6.3 Building Task-based Utilities withitadmin

When you register an Orbix-based server application with an IMR (locator daemon), you typi-
cally execute a series gadmin  commands to:

Register grocess .

Register arorbname and associate it with therocess .

Register thgpoa hierarchy of the server, and associate gaagh with theorbname .

Optionally, set up configuration variables for the server (discussed later).
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It is not uncommon for a user to execute a series of 10 or ntadein  commands in
order to register a server application. Executing this mtagmin commands is tedious and
somewhat error-prone. However, the task can be made much simpler by writing a higher-level
utility that encapsulates the lower-leveddmin  commands. Before discussing such utilities,
it is instructive to discusbow the utilities were built, because readers may wish to write their
own utilities using similar techniques.

The following is a list of three ingredients vital to building task-based utilities on top of
itadmin

1. It is important to know thaitadmin  has a built-in interpreter for the Tcl (pronounced
“tickle”) scripting language. Tcl scripts have'acl" file extension. If you write a Tcl
script calledfoo.tcl then you can execute it wittadmin as shown below:

itadmin foo.tcl ...

2. Tcl programmers often employ the following useful technique. Tcl hesuace com-
mand that is used to read and execute the Tcl commands in another file. This means that
a programmer does not have to write a configuration-file parser for a Tcl-based applica-
tion. Instead, the configuration information can be stored as a collection of Tcl assignment
statements in one file and this file can thersbarce d into the main Tcl application. The
utilities discussed in this chapter use this technique to re@ekariptionfile that (using
Tcl syntax) describes an Orbix server application. Se@i8nl provides a brief overview
of enough Tcl syntax to make people comfortable editing these Tcl-based description files.

3. Once you have written amadmin  script called, sayfoo.tcl , peoplecould run the
script as:

itadmin /full/path/to/foo.tcl ...

However, this is somewhat awkward because users need to type the full path to the script
they want to run. Instead, it is a good idea to write a simple Windows batch file (or a UNIX
shell script) wrapper that, internally, executeglmin  with the appropriate command-

line arguments. Once this batch file (or shell script) has been put ibto adirectory,

users can then run the utility by simply typitigo ..."

6.3.1 Overview of Tcl Syntax

Assignments to variables are made with & command. This is illustrated in the examples
below:

set a "hello, world"
set b hello
set ¢ 42; # this is a comment
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Commands can be terminated by a newline character or optionally by a semicolon. Com-
ments start with# and continue to the end of the line. If you have a comment on the same line
as another statement then ymustterminate the statement with a semicolon before starting the
comment. If a command is too long to fit on one line then you can use a backslash immediately
followed by a newline character in order to continue the command on the next line.

Tcl treats all values as strings. In the above example, the viuassigned to variable
looks like an integer but it really is a strifgQuotes are needed for theello, world"
string because that string contains a space. However, the use of quotes is optional if a string does
not contain any spaces. For example, there are no quotes around thelsttiagsor 42 in the
above assignment statements.

The value of a variable is obtained by prefixing the variable’s name$viffor example:

set a hello
set b goodbye
set ¢ "$a and $b"

The above example also illustrates that the usk wbrks inside quoted strings.

The backslash character is used as an escape character in Tcl. Because of this, you must
use two backslashes if you want to embed a backslash in a string. This is often used to express
Windows filenames, as shown in the example below:

set filename "C:\\temp\\foo.txt"

Actually, Tcl is quite happy using forward slashes in Windows filenames, so the above example
could be written more conveniently as shown below:

set filename "C:/temp/foo.txt"

Tcl uses round brackets to indicate that a variable is an “array”. Tcl's concept of an array is
more like the concept of Bokup tableor mapin other programming languages. Taerv()
array is used to access environment variables:

set foo(a) hello

set foo(b) goodbye

set ¢ " $foo(@) and  $foo(b)"
set x $env(PATH)

If you want to use the return value of a function call as a parameter to another command then
you surround the function call with square brackets, as shown in the following example:

set x [factorial 5]

Lists (of strings) are enclosed in braces. For example:

3 Tcl automatically converts strings to numbers on an as-needed basis in order to perform arithmetic operations,
so treating all values as strings does not limit Tcl’'s power. Once the string-to-integer conversion has been performed,
the integer value is cached so future accesses of the value are faster.
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set colors {red green "light blue" }

Using $ to access the value of a variable does not work inside braces. For example, the
following does not work as you might hope:

set colorl "red"

set color2 "green"

set color3 "light blue"

set colors {$colorl  $color2  $color3 }

Instead, you can use the list command to build a list:

set colorl "red"

set color2 "green"

set color3 "light blue"

set colors [list $colorl  $color2  $color3]

Obviously, there is a lot more to Tcl, such as while-loops, if-then-else statements and proce-
dures. However, the above discussion of Tcl syntax is sufficient for readers to understand how to
edit description files that are used widhbix _srv _admin andorbix _set _config _vars .

6.4 Usingorbix _srv _admin

Theorbix _srv _admin utility is a task-basedtadmin  script that makes it easy to perform
common administration tasks associated with Orbix servers. For exaonipbe, _srv _admin

can be used to register and unregister Orbix servers. It can also be used to start and stop a
registered server and to update configuration variables for a registered server. You can get a
usage statement by runniogbix _srv _admin with the-h option. The usage statement looks

like that shown below:

usage: orbix _srv _admin [options] file.des

options are:
-S Silent mode
-n Do not execute commands. Just show them
-h Print this usage statement
-create Create a starting-point description file

-register  Register the application’s details

-unregister Unregister the application’s details

-start Start the server

-stop Stop the server

-set_vars  Set or update the server's configuration variables
-launch_cmd Print the server's launch command

As can be seen from the usage statemeritix _srv _admin takes ades (description)
file as a command-line argument. This file uses Tcl syntadestribean Orbix server applica-
tion. You do not need to write such a description file by hand, becailsbe _srv _admin can
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create a starting-point description file for you. Let us assume that you want to perform adminis-
tration tasks on an Orbix-based server that is part of a payroll-processing system. You can create
a starting-point description file callgzhyroll.des by running the following command:

orbix_srv_admin -create  payroll.des

The first part of the generated description file, shown below, specifies how to launch a server
application.

set orb_name "acme.uk.payroll"

set process_name $orb_name

set root_poa_name $orb_name

set description

set startup_mode "on_demand"; # on_demand or disable
-

# File names on Windows can be expressed as "C:/full/path/to/file"
# or as "C: \full \path \to \file"

Hoeme-

set executable "ffull/path/to/executable”

set cmd_line_args "Xy z"

set working_directory "/full/path/to/current/working/directory"

-

# If "env_var_list" is set to an empty list " {}" then the launched

# application inherits all the environment variables from the node

# daemon that launched it. If "env_var_list" is not empty then the
# launched application does not inherit any environment variables
# from the node daemon, and instead has only the environment

# variables listed in "env_var_list".

set env_var_list [list \
"PATH=$env(PATH)" \
"CLASSPATH=$env(CLASSPATH)" \
"SYSTEMROOT$env(SYSTEMROOT)" \
"IT_CONFIG_DOMAINS_DIR=$env(IT_CONFIG_DOMAINS_DIR)" \
"IT_DOMAIN_NAME=$env(IT_DOMAIN_NAME)" \
"IT_LICENSE_FILE= $env(IT_LICENSE_FILE)" \

]

# If "node_daemon_list" contains several entries then the server

# will be registered as a replicated server and "load_balancer”

# specifies the load-balancing policy (random, round_robin or active)
# to be used. If "node_daemon_list" contains just one entry then

# "load_balancer" is ignored.

Homeee
set node_daemon_list {iona_services.node_daemon.pizza }
set load_balancer "random"; # random, round_robin or active
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# UNIX-specific. These entries are ignored on Windows

# ________

set group "nobody"
set user "fred"
set umask "755"

As you can see, the description file contains a sequence of Tcl assignment statements (an
overview of Tcl syntax is provided in Secti@3.1). Once you are familiar with the concepts
behind the information stored in the IMR (see Secio?.3, then most of the variable names
and values are quite intuitive. The comments in the generated file explain most of the subtle
points.

The most important point to note that is not discussed in the comments is that although
process _name, orb _name androot _poa_name can have different values, it is typically a
good idea to use the same name for all of them. This is becaupedtess _name, orb _name
androot _poa_name are closely related concepts; using the same name for each makes it easy
to see their relationship to each other. The name chosen can have embedded periods, such as
"acme.uk.payroll" shown in the above example. It is a good idea to useran name
with embedded periods because when the application is launched, Orbix will first search for run-
time configuration information in thacme.uk.payroll configuration scope. If any config-
uration values are missing from this scope then Orbix starts searching in surrounding scopes—in
theacme.uk scope, then thacme scope and finally the global scope—to find runtime con-
figuration values. In essence, variables in outer scopes sdpfdyltconfiguration values for
applications, and these values can be selectively overridden by redefining the variables in inner
scopes. This is a very useful feature of Orbix because related applications tend to have sim-
ilar configuration values. Rather than specifying dozens of configuration values for each and
every Orbix application, it is possible to specify the “common” values in an outer scope and then
specifyonly the different values in inner scopes specific to each application.

The next entry in the description file gives details of the POA hierarchy in the server appli-
cation:

-
# Each line in poa_hierarchy is a pair of the form:
# lifespan full/path/to/poa-name
# where lifespan can be one of. transient or persistent
-
set poa_hierarchy {
persistent FooFactory
persistent FooFactory/Foo
transient FooFactory/Foo/Foolterator
persistent  Administration
}

The next entry specifiasintimeconfiguration variables that should be set in dle _name
configuration scope.
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# Each line in runtime_config_variables is a triplet of the form:
# type name value

# The type can be one of: long, bool, list, string or double

# list values are comma-separated strings

# bool values can be: true or false

G - S
set runtime_config_variables {
string plugins:local_log_stream:filename "server.log"
list event_log:filters " * =WARN+ERR+FATAL"
long thread_pool:high_water_mark "5"
long thread_pool:low_water_mark "5"
long thread_pool:initial_threads "5"
long thread_pool:max_queue_size "500"
}

Section6.S discusses useful runtime configuration variables that you might wish to use in a
deployed application.

If you are registering the server aseplicatedserver (that is, with multiple node daemons)
then you can optionally also specify runtime configuration variables for each replica with Tcl
variables calleduntime_config_variables_replica_<number> . The generated
starting-point description file contains sample details for three replicas:

set runtime_config_variables_replica_1 {
string plugins:local_log_stream:filename "server.replica_1.log"
¥

set runtime_config_variables_replica_2 {
string plugins:local_log_stream:filename "server.replica_2.log"
¥

set runtime_config_variables_replica_3 {
string plugins:local_log_stream:filename "server.replica_3.log"
}

You should modify the starting-point description file so that it contains details appropriate for
thepayroll  server application. Once you have done that you can register the payroll server
with the command:

orbix_srv_admin -register payroll.des

When you run that commandybix _srv _admin executes all the individual commands
required to register the server.
You can start the registered server with the command:

orbix_srv_admin -start payroll.des

If the server was registered as a replicated server then the above commandtidheeagplicas
to be started.
You can stop the registered server with the command:
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orbix_srv_admin -stop  payroll.des

If the server was registered as a replicated server then the above commaralldtepeeplicas.

If you want to modify the runtime configuration variables for the server then you should
modify theruntime _config _variables entry inpayroll.des and then run the com-
mand:

orbix_srv_admin -set_vars payroll.des

Note that an already-running server will not notice the updated runtime configuration variables.
Instead, you will have to stop and then re-start the server for the new variables to take effect.

The -unregister option oforbix _srv _admin can be used to unregister the applica-
tion. This is useful if you have already deployed a server and want to make changes to how it
is deployed, for example, you want to change its command-line arguments or turn it from being
an un-replicated server to a replicated one. In such cases, you should unregister the server, then
make appropriate changesgayroll.des and finally re-register the server.

6.5 Usingorbix _set _config _vars

The orbix _set _config _vars utility contains just a small subset of the functionality of
orbix _srv _admin .

You can get a usage statement by runronigix _set _config _vars with the-h option.
The usage statement looks like that shown below:

usage: orbix_set_config_vars [options] file.des

options are:
-S Silent mode
-n Do not execute commands. Just show them
-h Print this usage statement
-Create Create a starting-point description file

As can be seen from the usage statemeritix _set config _vars takes ades (de-
scription) file as a command-line argument. This file uses Tcl syntabescoribethe configu-
ration variables required for an Orbix application. You do not need to write such a description
file by hand, becauserbix _set _config _vars can create a starting-point description file
for you.

Let us assume that you want to manipulate configuration variables for Orbix-based client
application that is part of a payroll-processing system. You can create a starting-point description
file calledpayroll  _client.des by running the following command:

orbix_set_config_vars -create  payroll_client.des

The generated description file is shown below.
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# The orb_name specifies the configuration scope where configuration
# variables will be set.

R
set orb_name "acme.uk.payroll_client"

S

# Each line in runtime_config_variables is a triplet of the form:
# type name value

# The type can be one of: long, bool, list, string or double
# list values are comma-separated strings
# bool values can be: true or false

G - S
set runtime_config_variables {
string plugins:local_log_stream:filename "server.log"
list event_log:filters " * =WARN+ERR+FATAL"
long thread_pool:high_water_mark "5"
long thread_pool:low_water_mark "5"
long thread_pool:initial_threads "5"
long thread_pool:max_queue_size "500"
}

This file contains just two variablesrb _.nameandruntime _config _variables . The
latter specifies the runtime configuration variables that should be set,avhilname specifies
the configuration scope in which the variables should be set. If these variables look familiar
then that is because description file useddolgix _set _config _vars is a subset of the
description file used bgrbix _srv _admin .

You should modify the starting-point description file so that it contains details appropriate
for thepayroll _client application. Then you can rerambix _set _config _vars com-
mand (without thecreate  option) on the description file:

orbix_set_config_vars payroll_client.des

Running the above command causes the Orbix configuration domain to be updated with the
variables specified in the description file.

6.6 Usingorbix _notify _service

When you run thétconfigure GUI to set up an Orbix environment, you can choose to have
oneinstance of a Notification Service running. A single Notification Service is adequate for
many organizations. However, some organizations that make heavy use of a Notification Service
may find that a single instance limits scalability, and so may wish to ewveralinstances of the
Notification Service running, with some consumer and supplier applications configured to use
one Notification Service, other consumer and supplier applications configured to use another No-
tification Service, and so on. Thebix _notify _service utility is useful in such situations.

It is based on—and has a very similar “look and feel” torbix _srv _admin (Sectiori6.4).
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All the command-line options of thebix _notify _service utility are identical to those
of orbix _srv _admin (Sectior6.4), but have a behavior that is tailored to the requirements of
the Notification Service.

You can create a starting-point description file called.des by running the following
command:

orbix_notify_service -create  foo.des

The first part of the generated description file, shown below, contains a few variable setting that
you might wish to change:

set group "nobody"

set user $::tcl_platform(user); # current user

set umask "755"

set unigue_name_part "[exec hostname]"

set orb_name “iona_services.notify_$unique_name_part"
set named_key "NotificationService_$unique_name_part"

The following points should be noted:

Thegroup , user andumask entries are specific to UNIX, and are ignored on Windows.
The expressio$::tcl_platform(user) evaluates to the username of the person
running theorbix _notify _service utility.

It is important to ensure that there are no name clashes between Notification Services
installed within the same Orbix domain. For this reasonuhigue _name_part entry

must be set to something unique for each Notification Service. This value of this variable
Is concatenated with various other entries in.thes file. The default value of this entry

is [exec hostname] , which is the Tcl syntax for denoting the result of executing the
hosthame shell command. This is a convenient default if you want to have a separate
instance of the Notification Service installed on different machines.

By convention, both CORBA services (for example, the Naming Service, Transaction
Service and Notification Services) and Orbix-proprietary services (for example, the Lo-
cation Service, node daemons and configuration repository) dvéwveme s within the

lona _services scope. The default value for tleb _name entry respects this conven-
tion, but you can change it if you wish.

Orbix uses the terminologgamed keyo mean aname— stringified-IORmapping that
is stored in thecorbaloc  server functionality of the Orbix IMR. Th#gadmin  sub-
commands to perform administration of named keys is documented in the Aitiinis-
trator’'s Guide Theorbix _notify _service utility creates a named key mapping for
the Notification Service instance, and theemed_key entry specifies theamepart of the
name— stringified-lIORmapping.

The remaining entries in the generatdds file should be left alone, as they have been preset
to suitable values for a Notification Service.



68 CHAPTER 6. ORBIX ADMINISTRATION MADE SIMPLE

Once you are happy with the contents of tdes file, you can then register the Notifi-
cation Service by runningrbix _notify _service with the -register option. Doing
this causes the server to be registered similarly to the wayothat _srv _admin registers a
server, but with the following “added value” steps:

* |t runsitnotify (the executable for the Notification Service) with fvepare flag.
This causes the Notification Service to generate a stringified IOR into a file imathe
sub-directory of your Orbix domain.

* The generated stringified IOR is then registered agraed key

If you runorbix _notify _service with the-unregister option then it unregisters
the Notification Service in a manner similar to hoarbix _srv _admin unregisters a server,
but it also removes the stringified IOR file in tkar sub-directory of your Orbix domain and
deletes th@mamed kegntry.

The other command-line optionstart ,-stop ,-set _vars and-launch _cmd)work
with orbix _notify _service inthe same way that they work withrbix _srv _admin .

6.7 Usingorbix _ns _on fixed _port

If you have a Naming Service in an IMR-based Orbix environment tteamfigure con-

figures the Naming Service so that it listens on a random port each time it is $tadadng

the Naming Service listen on a random port is acceptable for a great many deployed CORBA
systems. However, the use of a random port can cause communication problems if the Nam-
ing Service is to be accessed through a firewall; this is because firewall routers normally allow
TCP/IP communication only to a collection of specifididked ports. There are two possible
approaches to making the Naming Service accessible through a firewall.

One approach is to use the Orbix firewall proxy service that is provided with Orbix 6. The
firewall proxy service acts as a delegation server: it listens on a fixed port (so it is firewall-
friendly) and delegates all received messages to back-end servers, such as the Naming Service.
Interested readers should look in the OrBikministrator's Guiddor details about this service.

Some people may wish to not use the Orbix firewall proxy service, or they may be us-
ing an older version of Orbix that does not provide that service (the firewall proxy service
was introduced in Orbix 6.0). Thankfully, there is a second approach to making the Nam-
ing Service firewall-friendly. This involves reconfiguring the Naming Service so that it lis-
tens on a fixed port. A Knowledge Base artichvailable from the IONA web site explains
the steps required to reconfigure the Naming Service so that it listens on a fixed port. The
orbix _ns_on_fixed _port utility automates most of the steps discussed in the Knowledge
Base article, thereby allowing you to complete the reconfiguration faster. Noterbtat _ns_

4 The IOR of the Naming Service will actually contain the port of the IMR, so a client’s first invocation upon the
Naming Service will actually be sent to the IMR. The IMR will then redirect the client to Naming Service’s actual
port.

5 www.iona.com/support/articles/3757.360.xml
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on _fixed _port is intended to be used withon+eplicated Naming Services; it hast been
designed to reconfigure a replicated Naming Service.

Before usingorbix _ns_on _fixed _port , it is strongly recommended that you make a
backup of the Orbix configuration files and thar directory of your Orbix environment. The
configuration files are held in the directory indicated by fheCONFIGDOMAINSDIR envi-
ronment variable, and thear directory is indicated by running the following command:

itadmin variable show o2k.data.root

The reason for performing a backup is thatdikeix _ns _on _fixed _port utility makes some

very important changes to your Orbix environment. This utility is believed to be bug-free, but if

it misbehaves then it could have the side effect of leaving the Naming Service in a nonworking
state. In such a case, the easiest way to undo the damage is to restore the configuration files and
var directory from their backups. The Orbidministrator's Guidecontains information on

two different ways to backup individual databases of the Orbix services. However, the simplest
way to perform a backup is as follows:

» Stop the Orbix services by running te®p_<domain>_services script, where you
replace<domain> with the name of your Orbix domain. The value of tie_ DOMAIN
NAMEenvironment variable indicates the name of your Orbix domain.

» Use the UNIXtar utility or, say,Winzip on Windows to make copies of the configura-
tion files and thevar directory.

» Restart the Orbix services by running ttart_<domain>_services script.

You can get a usage statementoobix _ns _on _fixed _port by running it with the-h
option. The usage statement looks like that shown below:

usage: orbix_ns_on_fixed_port [options]

options are:
-S Silent mode
-n Do not execute commands. Just show them
-I <host> Local host name (example: foo)
-f <host> Fully-qualified host name (example: foo.bar.com)
-port <port> Fixed port
-h Print this usage statement
When you run the utility, younustspecify the-port , -l and-f options. For example:

orbix_ns_on_fixed_port -port 5000 -l foo -f foo.bar.com

The-port option is used to specify the fixed port on which the Naming Service is to listen.
The -l option specifies the local hostname of the machine. This is used to find the correct
configuration scope for the Naming Servic&he-f option specifies the hostname or IP address

6 Theiona _services.naming. <local-host-name > scope stores configuration information for the
Naming Service that runs on the specified host.
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that will be embedded in the IOR for the Naming Service. You typically use this option to
specify a fully-qualified hostname, suchfas.bar.com , but if you want you could specify
an IP address or even just the local hostname.

When you rurorbix _ns _on_fixed _port , it performsmostof the reconfiguration steps
required for the Naming Service to listen on the specified fixed port. However, there are a few
steps remaining that must be completed manually. dittex _ns _on _fixed _port utility
prints these steps when it terminates:

To finish, you have to do the following...
1. Ensure that "start <domain>_services" starts itnaming
2. Run "stop_<domain>_services"
(ignore any error messages regarding the Naming Service)
3. Run "start <domain>_services"

To expand on those notes a bit, you should:

1. Edit the start_<domain>_services UNIX shell script (or Windows batch file),
where you replacedomain> with the name of your Orbix domain. Depending on what
options you choose when creating your Orbix domain, that file may or may not contain a
statement to staitnaming , which is the Naming Service executable. If the file does
startitnaming then you should add the following statement at the end of the file:

itnaming -background run -ORBname iona_services.naming.<host>

Replace<host> with the same host name that you used with-theoption when running
orbix _ns_on_fixed _port .

2. Then runstop_<domain>_services , Where you replacedomain> with the name
of your Orbix domain. When you run this script, it will complain that it cannot kill the
Naming Service. Itis safe to ignore this error, because the Naming Service is already dead.

3. Finally, runstart_<domain>_services , Where you replacedomain> with the
name of your Orbix domain. This script restarts the Orbix services. As part of doing this,
the Naming Service will listen on the desired port.

6.8 Using the Utilities to Learn Aboutitadmin

By default, the utilities discussed in this chapter echo allithgmin  commands that they
execute. Thes (silent) command-line option instructs these utilitiestd echo thetadmin
commands that they execute.

The default behavior of echoing eathdmin command as it is executed is a very useful
feature because it means that the utilities can be used as a self-teaching tool to learn more about
itadmin . For example, you can usgbix _srv _admin to register a server and then look at
the echoedtadmin  commands in order to understand the steps involved. You can then use
theitadmin  commands discussed below to query the IMR in order to see the relationships
between the creatqafocess , orbname andpoa entities in the IMR database.
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If you are going to type a lot otadmin commands interactively then you will quickly
tire of repeatedly typinditadmin <name-of-command> <arguments>" . Instead, if
you runitadmin  without any command-line arguments then you will be put into a Tcl shell.
Within this shell you can type commands without having to give'itaeimin”  prefix. Some
useful commands to type within this shell are shown below:

process list

process list -active
process show <process-name>
orbname list

orbname list -active
orbname show <orbname>
poa list

poa list -active

poa show <poa-name>
scope list [<scope-name>]
scope show <scope-name>

In general, thdist  version of commands prints a list of all the processes/orbnames/poas/
scopes. Thélist -active" version lists only those processes/orbnames/poas that are
currently active (running). Thehow version of a command displays details of the specified
process/orbname/poa/scope. You can find details of all the avaitadmin commands in
the OrbixAdministrator’s Guide

6.9 Useful Configuration Variables

The Orbix runtime system makes extensive use of runtime configuration information. A com-
plete list of all the runtime configuration variables can be found in an appendix of the Orbix
Administrator’'s Guide Most of the runtime configuration variables are for low-level parts of Or-
bix that users typically do not care about. Howegammeof the runtime configuration variables
are of a higher-level nature and can be of interest when deploying an application. It is those
interesting configuration variables that this section focuses on.

If you want to use some of these runtime configuration variablesareerapplication then
a simple way to do so is to list the variables in thatime _config _variables entryinan
orbix _srv _admin description file, for examplgyayroll.des  , and then run:

orbix_srv_admin -register payroll.des

Alternatively, if you want to modify the runtime configuration variables of a server that is
already registered then you can run:

orbix_srv_admin -set_vars payroll.des

If you want to use some of these runtime configuration variablesclieat application then
a simple way to do so is to list the variables in tiatime _config _variables entry in
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anorbix _set _config _vars description file., for examplegayroll  _client.des , and
then run:

orbix_set_config_vars payroll_client.des

If an application is currently running when you update its configuration variables then you
will have to stop it and re-start it for it to pick up the new runtime configuration values.

6.9.1 Size of the Thread Pool in Multi-threaded Servers

A server application has a pool of threads that are used for servicing incoming requests for
servants iNORBCTRLMODEL(that is, multi-threaded) POAs. The thread pool has an initial
size and can grow and shrink, subject to constraints expressed in some configuration variables.

The default configuration values for the thread pool means it initially contains 5 threads
and it can to grow infinitely large (under a heavy load). These default values are dangerous
because although threads are cheap, tttegonsume some resources and an Orbix server that
continuously adds threads to the pool will eventually run out of memory. Instead, you can
safeguard the health of your server by specifying an upper bound on the size of the thread pool.
You can do this as shown in the example below:

set runtime_config_variables {
long thread_pool: high_water_mark "10"
long thread_pool: low_water_mark "10"
long thread_pool: initial_threads "10"
long thread_pool: max_queue_size "500"
}

The above example configures the thread pool to be a fixed size, that it, it cannot grow or
shrink. In general though, you may want the thread pool to be able to grow slightly under a
heavy load and to later shrink when the server is under a lighter load. To do that, you need to
understand the meaning of the configuration variables usedinftla _threads variable
specifies the initial number of threads in the thread pool.Aighe _water _mark specifies the
pool's maximum size, and tHew _water _mark specifies the pool’s minimum size. If the all
the threads in the pool are busy and the pool cannot grow then an incoming request will be put
into a queue where it will wait until one of the threads in the thread pool becomes free. The
maximum size of this queue is specifiedipgx queue _size .

The default value ohigh _water _mark is -1, which allows the thread pool to grown in-
finitely big (or until the server runs out of memory). The default valuéowf water _mark
is -1, which means that the thread pool will never shrink when the load on the server decreases.
The default value oinitial _threads is 5, which means that the thread pool initially con-
tains 5 threads. The default valuerobx queue _size is -1, which allows the queue to grow
infinitely big (or until the server runs out of memory).

6.9.1.1 Warning for Java Users

In the C++ version of Orbix, all the threads in the thread-pool are available for servicing incom-
ing requests. Unfortunately, the Java version of Orbix uses threads in the thread-pool not just to
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service incoming requests, but also for other Orbix-internal purposes, such as reading incoming
messages from socket connections. This means that not all the threads in the thread pool are
available for servicing requests. It also means that if you put a limit on the size of the thread pool
in an Orbix/Java server then the server may hang under some circumstances. This is because it
may use up all the threads in the thread pool for monitoring socket connections and not have any
threads left over to service incoming requests or monitor a newly opened socket connection. For
this reason, you are strongly advisechtat impose an upper limit on the size of the thread pool

in an Orbix/Java application. IONA plans to fix this mis-feature of Orbix/Java in a future release.

6.9.2 Specifying References for CORBA Services

When an application callseesolve _initial _references("NameService") , Orbix

finds the Naming Service by retrieving a stringified object reference from a runtime configuration
variable and callingtring _to _object()  on this stringified object reference. Orbix uses this
technique to locatany service requested in a call tesolve _initial _references()
Sometimes, there may IseveralNaming Services installed in an organization. If your applica-
tion is currently pointing to the “wrong” Naming Service (or some other CORBA Service such
as, say, the Trading Service) then you can fix this by modifying your application’s configuration
settings. You do this by obtaining a stringified object reference (or a corbaloc reference) for the
“correct” Naming Service and then set a configuration entry as shown below:

set runtime_config_variables {
string initial_references: NameService :reference "IOR:..."
string initial_references: TradingService  :reference "IOR:..."
}

6.9.3 Loading Extra Plug-ins

Orbix is built using a micro-kernel, plug-in architecture, which means that the kernel (core) of

Orbix is very small but it knows low to load additional functionality through “plug-ins”. A

plug-in is implemented as a shared-library/DLL for C++ Orbix, or as a Java class for Java Orbix.
The plug-ins that are loaded into an application by default are shown below:

set runtime_config_variables {
list orb_plugins "local _log_stream,iiop_profile,giop,iiop"
}

The above example shows that commas separate the values in a list. The above example also
illustrates that evebasicfunctionality, such as the on-the-wire protocol stack (GIOP and IIOP),
is implemented via plug-ins rather than being hard-coded into the core of Orbix. This flexibility
Is important because it makes it feasible to plug-uifeerenton-the-wire protocol, if the need
ever arises.
Some plug-ins that you might need to load for some applications include:

local _log _stream This plug-in is loaded by default. It allows Orbix-generated messages to
be logged to standard error or to a file. This is discussed more in S&cfigh
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system _log _stream If you load this plug-in then Orbix-generated messages will be written
to syslogon UNIX machines, or to thevent logon Windows machines. This is discussed
more in Sectior6.9.4

ots You will need to load this plug-in if your application makes use of the Object Transaction
Service (OTS) CORBA Service. See the OrlilORBA OTS Programmer’s Guider
more details.

shmiop If a client and servebothload this plug-inandif the client and server are running on
the same computer then they can communicate through shared memory rather than through
[IOP.

liop _tls TLS is the new name for Secure Sockets Layer (SSL) which is an encryption stan-
dard that is popular on the Internet. If you want secure communications between clients
and servers then your applications should load this plug-in. See the 88hiTLS Guide
for more details.

giop _snoop This plug-in uses amterceptorto examine all the on-the-wire messages that an
application sends or receives. This plug-in can print out diagnostics for each message,
which can be a useful debugging aid. See Se@i@4for more details.

Each plug-in that is loaded may have its own configuration variables. By convention, a plug-
in called1<name> uses configuration variables with names that Hahegins:<name>:"
as a prefix. For example, configuration variables related to IOPplsgins:iiop:" asa
prefix on their names. The use of such prefixes avoids name clashes of configuration variables.
Orbix uses the terminologyamespacéo refer to a prefix that contains'a character.

You may be curious about how C++ Orbix knowsich shared-library/DLL to load for a
plug-in, or how Java Orbix knowshichJava class to load for a plug-in. The answer is that C++
Orbix uses the variablgplugins:<name>:shlib_name" to determine the name of the
shared library , and that Java Orbix uses the varigtliggins:<name>:ClassName" to
determine the name of the Java class.

6.9.4 Controlling Diagnostic Messages
6.9.4.1 Controlling the Destination of Diagnostics

The CORBA specification does not standardize how a CORBA vendor product should generate
diagnostic messages. Because of this, CORBA products generate diagnostic output in a product-
specific way. Whenever Orbix generates a diagnostic message, it logs it by invoking a logging
operation orall the objects of typéT _Logging::LogStream inside the application. This
interface is documented in the Orlddogrammer’s Referenamanual. If you want Orbix diag-
nostic messages to be logged to, say, a database then you could write an implementation of the
IT _Logging::LogStream interface to do that.

Orbix provides two pre-written implementations 3 _Logging::LogStream , both of
which are provided as plug-ins. If these plug-ins are loaded (see Sécidhthen Orbix uses
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them for logging diagnostic information. These plug-ins@oemutually exclusive, so you can
load neither of them, just one of them or both of them.

One of the logging plug-ins is callexystem _log _stream . If this plug-in is loaded then
Orbix diagnostic messages are sent to the system log device. On UNIX, this is gdled
whereas on Windows it is called tleeent log This plug-in is not loaded by default.

The other logging plug-in is calbcal _log _stream . If this plug-in is loaded then Orbix
diagnostic messages, by default, are writtestemdard error However, you can redirect these
messages to a file with the following runtime configuration variable:

set runtime_config_variables {
string plugins:local_log_stream:filename "/path/to/server.log"”
}

If you do this then Orbix appends a date suffix (in the forthl@DMMYYYY") onto the end
of the name of the log file. Rather than log all messages to this file, Orbix opens a new log file
for each day. Thus, after a week of operation, an application would have 7 log files.

6.9.4.2 Log Filters

Another important part of controlling log messages is settindiltgrs that determinenhich
messages are logged. The default filter is illustrated below:

set runtime_config_variables {
list event_log:filters " * ZWARN+ERR+FATAL"
}

The Orbix runtime system is composed of various sub-systems. These have names like
IT _COREIT _GIOP, IT ‘POAand so on. Thé*" character is used as a wildcard to means
all the sub-systems. For each sub-system, you can specify a list of severity levels. These have
names likddlNFO, WARNERRandFATAL. The elements in the list of severity levels are sepa-
rated by'+" characters. The above example (which is the default filter) causes Orbix to generate
diagnostics for warnings, (non-fatal) errors and fatal errors. You can tuafi dagnostic mes-
sages with the following:

set runtime_config_variables {
list event_log:filters " * ="
}
The final example, below, illustrates the syntax for selectively enabling different filters for

different sub-systems:

set runtime_config_variables {
list event log:filters "IT_GIOP= * |IT_CORE=FATAL, *=WARN+ERR+FATAL"
¥

See the OrbixXAdministrator's Guidefor a full list of the names of both sub-systems and
logging severity levels.
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6.9.4.3 Obtaining Per-request Diagnostics

If you load thegiop _snoop plug-in (See Sectiof.9.9 then Orbix generates diagnostic mes-

sages for each message (such as requests and replies) that are sent and received by an application.
Thegiop _snoop _-README.txt file provided inthadoc sub-directory of an Orbix installation
contains full details on how to enable and use thegibp _snoop plug-in.

6.9.5 Avoiding POA name clashes

Each CORBA server can have POAs, and each POA has a name. The POAs are arranged in a
hierarchy, and the fully-qualified name of a POA is expressed in the form:

full/path/to/POA-name

This syntax is similar in concept to the syntax used to expresittpath/to/a/file
used in the UNIX file system, except that thereact a leading'/* when writing a POA's full
name.

Persistent POAs have to be registered with the IMR (locator daemon). When registering a
persistent POA, you specify tliebname (conceptually, an application) with which the POA is
associated. Transient POAs do not have to be registered, unless a transient POA is a parent (or
ancestor) of a persistent POA.

Within an IMR, thefull/path/to/POA-name entries must be unique for all the reg-
istered, persistent POAs. However, it is possible that two independently developed applica-
tions might have POAs with similar names. To resolve such clashes on the names of POA,
Orbix allows a prefix to be applied to the names of POAs within an application. By regis-
tering different applications with different prefixes for their POAs, you can avoid POA name
clashes. This prefix is obtained from the value of pihagins:poa:root _name configu-
ration variable. If you are using tharbix _srv _admin utility then there is no need to ex-
plicitly set a value for this variable becausebix _srv _admin will do it for you automati-
cally. The value thabrbix _srv _admin assigns to this configuration variable is determined
by theroot _poa_name entry in theorbix _srv _admin description file. If you are using the
orbix _set _config _vars utility then you should explicitly set a value for this variable if you
want to avoid POA name clashes.

6.9.6 Recycling Connection Resources

When a client application communicates with objects in a server application, there will be a
socket connection between the client and the server applications. Note that there will be one
socket connection between a client and server, irrespective of how algegtsthe client is
communicating with in the server. CORBA allows the socket connection between a client and
a server to be closed if it iglle, that is, if there are no requests from the client currently being
processed by the server. CORBA does not consider the closing of an idle socket connection
to be an error condition. Rather, if an idle connection is closed then the client application will
transparently re-open the connection if/when it makes another remote call to an object in a server.
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The Orbix terminology for the automatic closing of idle socket connectioAstise Connection
Managemen(ACM).

ACM is disabled by default, that is, the default behavior of Orbix is that it cslose idle
socket connections. However, you can set some runtime configuration variables to enable ACM.
This is illustrated by the example below:

set runtime_config_variables {
long plugins:iiop:incoming_connections:soft_limit ~ "500"
long plugins:iiop:incoming_connections:hard_limit  "600"

long plugins:iiop:outgoing_connections:soft_limit ~ "-1"
long plugins:iiop:outgoing_connections:hard_limit ~ "-1"

Thesoft _limit variables specify the number of connections at which the Orbix runtime
system (actually the 1HIOP plug-in) should begin closing connections. However, it may take
the Orbix runtime system some time before it can find a connection thdteis While one
thread in the Orbix runtime system is searching for idle connections that it can close, more
connections might be established/accepted by other threads. This is why it is necessary to also
specify ahard _limit , which determines the maximum number of connections. Above this,
new connection attempts will be rejected. You should always ensure thhatde limit  is
greater than theoft _limit . Alternatively, you can set these values to -1, which is the default.
Doing this instructs Orbix to not apply any limits.

As the above example illustrates, hard and soft limits can be specified folirmatining
and outgoingconnections. The concept aicomingand outgoingrefers to the direction in
which requests flow. Thus, a server application can place a limit on the number of connections
from clients that it will keep open by specifyirgpft _limit andhard _limit  values for the
incoming connections.

It is common formanyclients to connect to a single server, so specifyimgpmingcon-
nection limits on the server is important. However, it is very rare for one client application to
open connections tmanyservers. Because of this, it is rarely necessary to specify limits on the
outgoingconnections.

The reason why the default values for connection limits is set to -1 is because there are no
default values that would be suitable for all application loads on all operating systems. Instead,
a user (or system administrator) should consult the documentation for their operating system to
determine how many socket connections the operating system can support before performance
is degraded and then ensure that the Orbix limits are set below this point. Also, if there will be
many applications (each of which might use socket connections) running on the same machine
then you should scale back the Orbix connection limits even further so that a heavily loaded
Orbix server does not cause other applications to become starved of socket connections.

6.9.6.1 Recycling Connections for Other Protocols

The example in Secticf.9.6showed how to set up ACM for the IIOP protocol. If your server
uses theshmiop oriiop _tls plug-ins then you can enable ACM for these protocols by re-
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placingiiop in the name of the configuration variables wihmiop oriiop _tls . Thisis
illustrated in the example below:

set runtime_config_variables {
long plugins: iiop _tls :incoming_connections:soft_limit ~ "500"
long plugins: iiop _tls :incoming_connections:hard limit  "600"
long plugins: iiop _tls :outgoing_connections:soft_limit  "-1"
long plugins: iiop _tls :outgoing_connections:hard_limit ~ "-1"



Chapter 7

Generic Synchronization Policies in C++

7.1 Introduction

Writing synchronization code is usually both difficult and non-portable.

Much of the difficulty in writing synchronization code is due to the use of low-level synchro-
nization APIs.

The portability problem arises because neither C nor C++ provide a standard library for syn-
chronization. As a result, many operating systems provide proprietary APIs for synchronization.
Some people write a portability-layer library that hides the proprietary APIs of the underlying
operating systems. Unfortunately, it is common for such libraries to provide a low-level, and
hence difficult to use, API.

In my experience, most uses of synchronization code in multi-threaded applications fall into
a small number of high-level “usage patterns”, or what | galheric synchronization policies
(GSPs). This paper illustrates how the use of such GSPs simplify the writing of thread-safe
classes. In addition, this paper presents a C++ class library that implements commonly-used
GSPs.

7.2 Scoped Locks

Threading libraries provide functions that acquire and release mutual exclusion (mutex) locks.
In this paper, | usgetLock() andreleaselLock() to denote such functions. A critical
section is code that is bracketed with callg&iLock() andreleaseLock() . Forexample,

the following is a critical section:

getLock(mutex);
releaselLock(mutex);

The above critical section looks simple. However, if the code within a critical section has condi-
tionalreturn statements or conditionally throws exceptions then care must be taken to release
the mutex lock aall exit points of the critical section. Figuig1 shows an example of this.
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void foo()

{

getLock(mutex) ;

if (...) {
releaseLock(mutex)
return;

¥

if (...) {
releaseLock(mutex) ;
throw anException;

}

releaseLock(mutex) ;

Figure 7.1:An operation with a critical section

In general, adding calls teleaselLock() at every potential exit point of a critical section
clutters up the code, thus making the code more difficult to read and maintain. Indeed, a common
source of bugs in multi-threaded applications is forgetting to add a cedlehselLock() at
some of the possible exit points of a critical section.

There is a useful technique that removes the need for the cluttering, error-prone calls to
releaselLock() . This technique involves writing a class—Iet's callS3topedMutex —
that callsgetLock()  andreleaseLock() in its constructor and destructor. You can see a
pseudocode implementation of this class in Figli&:

class ScopedMutex  {
public:
ScopedMutex (Mutex & mutex)
;. m_mutex(mutex)
{

¥
"ScopedMutex () {

releaseLock(m _mutex);
}

protected:
Mutex & m_mutex;
I3

getLock(m _mutex);

Figure 7.2:A pseudocod&copedMutex class
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Now, instead of explicitly callinggetLock()  andreleaselLock() in the body of an
operation, you can just declar&aopedMutex variable local to the function. Figuig3shows
an example of this. When the function is called, the constructor cbtopedMutex variable
is invoked and this callgetLock() . Then, when the function terminates, the destructor of the
ScopedMutex variable is invoked and this calteleaseLock() . This happens regardless
of whether the function returns early (line 1), throws an exception (line 2) or runs to completion
(line 3).

void foo()

{

ScopedMutex scopedLock(mutex)

if (...) return; /Il line 1
if (...) throw anException; /I line 2

} /Il line 3

Figure 7.3:An operation with a scoped mutex lock

If you compare the code in Figur@sl and7.3then you will see that the latter code (which
uses thé&scopedMutex class) is shorter and easier to read than the former.

This technique of using a constructor/destructor class for synchronizatpantially well-
known within the C++ community. | say this for two reasons.

First, my experience as a consultant and trainer has given me the opportunity to work with
many C++ programmers in many different organization. | have found that about half the pro-
grammers | work with are familiar with this technique and view it as being a basic C++ idiom,
while the same technique is new to the other half.

Second, among programmers who have used this constructor/destructor technique for syn-
chronization, usage of this technique invariably is confined to mutual exclusio¢aadionally
readers-writer locks). However, this technique is applicable to other, more complex synchroniza-
tion code too (which is the focus of this paper).

Before discussing how to apply this technique to other synchronization code, it is neces-
sary to take a slight detour. In particular, | have to introduce a new concept: tiganefic
synchronization policies

7.3 Generic Synchronization Policies

C++ supportéemplatetypes. For example, a list class might be written as:
template<T> class List { ... }

Once implemented, this template type can be instantiated multiple times to obtain, say, a list
ofint , alistofdouble and a list ofWidget :
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List<int> myIntList;
List<double> myDoubleList;
List<Widget> myWidgetList;

The ability to define template types is not unique to C++. Several other languages pro-
vide similar functionality, although often there are differences in terminology and syntax. For
example, some languages use the tganeric typesather thantemplate typesand the type
parameters might be enclosed witiimnd] instead ok and>.

The concept of genericity is not restricted to types. It can be applied to synchronization too,
as | now discuss.

7.3.1 The Mutex and Readers-writer Policies

Using a pseudocode notation, | can declare some well-known synchronization policies as fol-
lows:

Mutex[Op]
RW[ReadOp, WriteOp]

In this notation, the name of the generic synchronization policy is given first, and is then fol-
lowed by a parameter list enclosed in square brackets. Each parameter denotes a set of operation
names. For example, tutex policy is instantiated upon a set of operatio®g), while the
RW(readers-writer) policy is instantiated upon a set of read-style operaiR@aiOp) and a set
of write-style operationsWriteOp ).

Consider a class that has two read-style operations c@lpgldand Op2, and a write-style
operation calle®p3. | instantiate thd&r\Wpolicy upon these operations as follows:

RW[Op1, Op2}, {Op3}]

Likewise, an instantiation of thutex policy upon these three operations is written as
follows:

Mutex[ {Opl, Op2, Op3 }]

7.3.2 The Producer-consumer Policy

The producer-consumer policy is useful when a buffer is used to transfer data from one thread
(the producer) to another thread (the consumer). The producer thuesitems into the buffer

and then, sometime later, the consumer thigegigthese items. If the consumer thread tries to get

an item from an empty buffer then it will be blocked until the buffer is not empty. Furthermore,
the put-style and get-style operations execute in mutual exclusion; this is to prevent the buffer
from becoming corrupted due to concurrent access. This policy is written as follows:

ProdCons[PutOp, GetOp, OtherOp]
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OtherOp denotes any other (non put-style and non get-style) operations on the buffer class.
For example, perhaps there is an operation on the buffer that returns a count of how many items
are currently in the buffer. Such an operation might need to run in mutual exclusion with the put-
style and get-style operations to ensure its correct operation. If a buffer-style class has operations
calledinsert() ,remove() andcount() then you can instantiate tirodCons policy
on the class as follows:

ProdCons[ {insert }, {remove }, {count }]

If the class does not haveaunt() operation then you can instantiate tReodCons
policy on it as follows:

ProdCons[ {insert }, {remove}, {}]

In this case, th©therOp parameter of the policy is instantiated uporeamptyset of operations
names.

7.3.3 The Bounded Producer-consumer Policy

A common variation of the producer-consumer policy iskibendedoroducer-consumer policy,

in which the buffer has a fixed size. This prevents the buffer from growing infinitely large if one
thread puts items into the buffer faster than the other thread can get them. In this policy, if the
producer thread tries to put an item into an already-full buffer then it will be blocked until the
buffer is not full. This policy is written as follows:

BoundedProdCons (int size) [PutOp, GetOp, OtherOp]

Notice that the size of the buffer is specified as a parameter to the name of the policy. Such
parameters are usually instantiated upon a corresponding parameter to the constructor of the
buffer; an example of this will be shown later (in Figut& on pageB7).

7.4 Generic Synchronization Policies in C++

The discussion in Sectioh3focussed on theonceptof GSPs. | now explain how to implement
GSPs in C++.

Figure7.4 shows the mapping of thelutex[Op] policy into a C++ class using POSIX
threads. Note that, in order to keep the code concise, error checks on the return values of the
POSIX threads library calls have been omitted.

The mapping from a GSP into a C++ class is performed as follows:

1. The name of the C++ class is the same as the name of the GSP, but'@i8Pa"’ prefix.
The prefix is used to prevent name-space pollution. So, in Figdrthe Mutex GSP is
implemented by th&SPMutex class.
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1 class GSP Mutex {

1 public:

3 GSPMutex() { pthread _mutex _init(m _mutex, 0); }
4 "GSP_Mutex() { pthread _mutex _destroy(&m _mutex); }
5

6 class Op {

7 public:

8 Op(GSP.Mutex &) : m _data(data)

9 { pthread _mutex _lock(&m _data.m _mutex); }
10 “Op() { pthread _mutex _unlock(&m _data.m _mutex); }
11 protected:

12 GSPMutex & m_data;

13 h

14

15 protected:

17 pthread _mutex _t m_mutex;

16 friend class ::GSP _Mutex::Op;

18 };

Figure 7.4:Mapping ofMutex[Op] into a C++ class

2. The class has one or more instance variables (line 17) that provide storage for the mutex.
The constructor and destructor of the class (lines 3 and 4) initialize and destroy the instance
variable(s).

3. The Mutex|[Op] GSP has a parameter call@p. This translates into a nested class
(lines 6—-13) with the same name. If a GSP has several parameters then each parameter
translates into a separate nested class; an example of this will be shown later.

4. Each nested class has one instance variable (line 12), which is a reference to the outer
class. This instance variable is initialized from a parameter to the constructor of the inner
class (line 8).

5. The constructor and destructor of the nested class get and release the lock (lines 9 and 10)
stored in the instance of the outer class.

As another example, Figuie5 shows how th&RW[ReadOp, WriteOp] GSP maps into
a C++ class. Notice that because this GSP takes two parameters, there are two nested classes.
Instantiating a GSP upon the operations of a C++ class involves the following three steps:

1. #include the header file for the GSP. The name of the header file is the same as name
of the GSP class, but written in lowercase letters. For example, the header file for the
GSPRWtlass is'gsp _rw.h"

2. Add an instance variable to the C++ class that is to be synchronized. The instance vari-
able’s type is that of the GSP’s outer class.
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class GSP RW{

public:
GSPRW)  { /x initialize the readers-writer lock [}
"GSP_-RW) { /* destroy the readers-writer lock [}
class ReadOp {
public:
ReadOp(GSP_.RW & data) : m _data(data)
{ I+ acquire read lock [}
"ReadOp () { I+ release read lock [}
protected:
GSPRW & m_data;
b
class WriteOp  {
public:
WriteOp (GSP_RW & data) : m _data(data)
{ /'~ acquire write lock *[ }
“"WriteOp () { I+ release write lock [}
protected:
GSPRW & m_data;
b
protected:

/I Instance variables required to implement a
/I readers-writer lock

friend class ::GSP_RW::ReadOp;

friend class ::GSP_RW::WriteOp;

1

Figure 7.5:The GSPRWtlass with neste®eadOp andWriteOp classes

3. Inside the body of each operation that is to be synchronized, declare a local variable, the
type of which is that of a nested class of the GSP.

The instantiation oRW[{Op1, Op2}, {Op3}] in Figure7.€illustrates these steps.
As a final example, Figuré.7 shows a class that is instantiated with:

BoundedProdCons (int size) [PutOp, GetOp, OtherOp]

This policy takes a parameter that indicates the size of the buffer. This parameter is obtained
from thebufSize parameter of the class’s constructor.
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#include "gsp  _rw.h"
class Foo {

public:

Foo) { .. }

"Foo() { .. }

void Opl(...) {
GSPRW::ReadOp scopedLock(m _sync);
... 1/ normal body of operation

¥

void Op2(...) {
GSPRW::ReadOp scopedLock(m _sync);
... I/ normal body of operation

¥

void Op3(...) {
GSPRW::WriteOp scopedLock(m  _sync);
... I normal body of operation
¥
protected:
GSPRW nsync;
... Il normal instance variables of class

Figure 7.6:Instantiation oilGSPRW

7.5 Support for GSPs in Other Languages

The implementation of GSPs shown in this paper relies upon constructors and destructors to
automate the execution of synchronization code. Although object-oriented languages usually
provide constructors, not all object-oriented languages provide destructors, especially languages
that have built-in garbage collectors. This may lead readers to conclude that GSPs cannot be
implemented in existing languages that do not provide destructors. While this may be so, it
would be possible for designers fafture languages to incorporate support for GSPs into their
language design. For example, in my Ph.D. thdgisHi94] | show how to add support for GSPs

to the compiler of an object-oriented language that uses garbage collection instead of destructors.

7.6 A Critique of Generic Synchronization Policies

| now point out some benefits and potential drawbacks of GSPs.

7.6.1 Strengths of GSPs

First, GSPs provide a good form of skills reuse. In particular, it is a lot easies¢a GSP
than it is toimplementone. Thus, a programmer skilled in synchronization programming can
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#include "gsp _boundedprodcons.h"
class WidgetBuffer {

public:
WidgetBuffer(int bufSize) : m_sync(bufSize) { .. }
“"WidgetBuffer() { ... }
void insert(Widget * jtem) {
GSPBoundedProdCons::PutOp scoped  _lock(m _sync);
... I normal body of operation
¥

Widget * remove() {
GSPBoundedProdCons::GetOp scoped  _lock(m _sync);
... I normal body of operation
¥
protected:
GSPBoundedProdCons m _sync;
... Il normal instance variables of class

Figure 7.7:Instantiation 0oiGSPBoundedProdCons

implement whatever GSPs are needed for a project, and then other, lesser skilled, programmers
can use these pre-written GSPs.

Second, GSPs aid code readability and maintainability by separating synchronization code
from the “normal”, functional code of a class.

Third, as | discussed in Sectioh2, placing synchronization code in the constructor and
destructor of the GSP classes means that locks are released even if an operation terminates by
returning early or throwing an exception. This eliminates a common source of bugs in multi-
threaded programs.

Fourth, GSPs provide not only ease of use; they also provide a portability layer around the un-
derlying synchronization primitives. Of course, some companies have developed in-house, porta-
bility libraries that hide the differences between synchronization primitives on various platforms,
and some other companies make use of third-party portability libraries, such as the Threads.h++
library from RogueWave. The use of GSPs is compatible with such existing libraries: GSPs can
be implemented just as easily on top of Threads.h++ (or some other portability library) as they
can be implemented directly on top of operating-system specific synchronization primitives.

Finally, the implementation of a GSP can be inlined. Thus, the use of GSPs need not impose
a performance overhead.
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7.6.2 Potential Criticisms of GSPs

Some readers might be thinking: “GSPs are limited; they cannot halidlge synchronization
needs | might have.” However, in many activities, a disproportionately large amount of results
come from a relatively small amount of investment. This is generally known as the 80/20 princi-
ple [KocO(. In my experience, this applies to the synchronization requirements of applications.
A small set of GSPs is likely to suffice for most of the synchronization needs of programmers.
So, even if a small set of pre-written GSPs cannot haatllthe synchronization needs that a
programmer will face, the 80/20 principle suggests that the use of GSPs would beaftsiul
enoughto justify their use.

Of course, people areot restricted to just a small set of pre-written GSPs. People can
define new GSPs. For example, perhaps a programmer needs to write some project-specific
synchronization code. Even if this synchronization code will be used in just one place in the
project, it is hardly any additional work to implement this as a GSP and then instantiate it, rather
than to implement it “in-line” in the operations of a class. Doing do offers several benefits:

1. Implementing the synchronization code as a GSP is likely to improve readability and main-
tainability of the synchronization codmdthe sequential code of the project.

2. If the programmer later discovers another place that needs to use the same policy then the
GSP can be re-used directly, rather than having to re-use in-lined code via copy-n-paste.

Some other readers might be thinking: “GSPs are not new; ‘GSP’ is just a new name for
an existing C++ programming idiom”. The claim that GSPs are based on an already-known
C++ idiom (theScopedMutex class discussed in Sectigh?) is entirely true. Indeed, the
ScopedMutex class is a GSP in all but name. However, as discussed in Sacfipthe C++
idiom that underlies GSPs was previously used only for mutexaoasionallythe readers-
writer policies. A significant contribution of GSPs is in pointing out that the same technique can
be used for most, if not all, synchronization policies.

7.7 Issues Not Addressed by GSPs

GSPs illustrate the 80/20 principle: most of the synchronization requirements of programmers
can be satisfied by a small collection of GSPs. However, there are some synchronization issues
that arenot tackled by GSPs. | now briefly discuss these issues below, so that readers can be
forewarned about when the use of GSPs is not suitable.

7.7.1 Thread Cancellation

The POSIX threads specification provides a mechanism for a thread ¢aroelled that is,
terminated gracefully. When a thread is cancelled, it is important that the thread has a chance
to do some tidying up before it is terminated, for example, the thread may wish to release locks
that it holds. This is achieved by having the programmer register callback functions that will be
invoked in the event of the thread being cancelled. The current implementation of GSPs does
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not provide support for the thread cancellation capability of POSIX threads. This is not due to
any intrinsic incompatibility between GSPs and thread cancellation. Rather it is simply due to
the author never having needed to make use of thread cancellation. Integrating GSPs with thread
cancellation is left as an exercise to interested readers.

7.7.2 Timeouts

Some thread packages provide a timeout capability on synchronization primitives. By using this,
a programmer can specify an upper time limit on how long a thread should wait to, say, get a
lock. The current implementation of GSPs doesprovide a timeout capability. There are two
reasons for this.

First, timeouts are rarely needed and hence, by following the 80/20 principle, | decided to
not bother supporting them.

Second, implementing a timeout capability is relatively complex with the APIs of some
threads packages. For exampl®&)atex policy withouta timeout capability can be implemented
trivially in POSIX threads by invoking functions upon an underlying mutex type. In contrast,
implementing aMutex policy with a timeout capability in POSIX threads necessitates the use
of a mutex variableand a condition variable; the resulting algorithm is more complex to write
and maintain, and it incurat leasttwice as much performance overhead ddwtex without
a timeout capability. This additional performance overhead suggests that if some programmers
decide they require BMutex policy with a timeout capability then they should implement it as
anewGSP, sayTimeoutMutex , rather than add the timeout capability to the existitgtex
policy. In this way, programmers can use fhieneoutMutex policy on the few occasions
when they need to, and can use the more effididutiex policy on all other occasions.

7.7.3 Lock Hierarchies

GSPs are useful for classes or objects that have self-contained synchronization. However, some-
times the synchronization requirementssefveralclasses are closely intertwined, and a pro-
grammer needs to acquire locks on two (or more) objects before carrying out a task. The need
to acquire locks on several objects at the same time is commonly referred locksherarchy
Attempting to acquire a lock hierarchy can result in deadlock if done incorrectly. Algorithms
for acquiring lock hierarchies safely are outside the scope of this paper, but can be found else-
where But97]. The point to note is that algorithms for acquiring lock hierarchies safely require
unhindered access to the locking primitives. This is in opposition to GSPs, which completely
encapsulate the underlying synchronization primitives.

7.8 GSP Class Library

This paper accompanies a library of GSP classes. You can download this paper, and its library
from www.CiaranMcHale.com/downloadThe library implements all the GSPs discussed in
this paper, that isGSPMutex , GSPRW GSPProdCons and GSPBoundedProdCons .
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The library implements these GSPs for the following threads packages: Solaris threads, DCE
Threads, POSIX threads and Windows threads. Dummy implementations of these GSPs for
non-threaded systems are also provided; this makes it possible to write a class that can be used
in both sequential and multi-threaded applications.

All the GSP classes are implemented with inline code in header files. Because of this, to
make use of a GSP you need o#lyiclude the corresponding header file; there is no GSP
library to link into your application. The name of the header file for a GSP is the same as the
name of the GSP class, but written in lowercase letters. For example, the header file for the
GSPRWlass is'gsp _rw.h"

You should use theD<symbol _name> option on your C++ compiler to define one of the
following symbols:

« P_USE_WIN32_THREADS

P_USE_POSIX_THREADS

P_USE_DCE_THREADS

P_USE_SOLARIS THREADS

P_USE_NO_THREADS

The symbol instructs the GSP class which underlying threading package it should use.
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